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The ansatz <I> = <1>( clJ for a solution of the stationary Einstein-Maxwell equations is analyzed. The 
possible forms of this function are listed and it is shown that one obtains from every solution of the 
vacuum Ernst equations an at most two-parameter solution of the Einstein-Maxwell equations. 

1. INTRODUCTION 

It is well known that the problem of stationary Ein
stein-Maxwell fields can be formulated in a three
dimensional manifold with two complex functions C and 
<1>, the Ernst potential and the electromagnetic poten
tial, in it. 1-4 It has furthermore been shown that the in
ternal symmetry group of the equations emerging from 
that formalism is isomorphic to SU(2, 1).2,4 Still it is a 
formidable task to solve those equations, and one is 
thus tempted to restrict oneself to solutions not incor
porating some of the fields, for instance the pure 
vacuum fields or the electrostatic fields. Also the 
ansatz <I> = linear function of C has been made and used 
to obtain the charged version of the Kerr and 
Tomimatsu-Sato solutions from the uncharged ones. 1,5 

While this ansatz is fairly obvious, we shall derive in 
Sec. 3 by the method outlined in Sec. 2 the most gen
eral form in which an ansatz <I> = <I>(c, [) may be made. 

Throughout the paper V will denote the covariant 
derivative operator and we shall suppress coordinate 
indices. 

2. THE METHOD 
Suppose we are given a system of N interacting mass

less fields, denoted by j", and the field equations are to 
be derived from the Lagrangian 

(2.1) 

(cf. Refs. 4,6), where Gab is nonsingular. The field 
equations are 

(2.2) 

where the r's are the usual Christoffel symbols formed 
with respect to the G's. 

As an ansatz for a solution of (2.2) we take here at 
most N - 1 functions of the fa and assume them to 
vanish identically, i. e. , 

This implies 

VF A =FA;a Vf""" 0, 

V 2FA =FA;ab Vf"Vfb "" 0. 

Combining those, we obtain 

FA;ab lz~ h~VfmVfn "" 0, 

(2.3) 

(2.4) 

where hg is the projection tensor onto the submanifold 
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of the space whose metric is given by Gab defined by 
(2.3). 

One may now use (2.3) to replace some of the field 
equations (2,2) by (2.4). If we chose the FA to satisfy 

(2.5) 

then (2.4) is satisfied identically and we have reduced 
the number of variables in (2.1) and (2.2). Equation 
(2.5) is, of course, satisfied if 

but this implies the existence of a covariantly constant 
vector and is thus only possible if Gab is decomposible, 

To summarize: If we want to simplify the Lagrangian 
(2.1) and (2.2) by reducing the number of independent 
-:ariables, we have to solve (2.5), 

3. STATIONARY EINSTEIN-MAXWELL FIELDS 

We now apply the method of the preceeding section to 
stationary Einstein-Maxwell fields. For the definitions 
let us recall the following: Let AI be a four-dimensional 
manifold with metric g (signature - + + +) satisfying the 
Einstein-Maxwell equations with electromagnetic field 
tensor F and admitting a Killing vector t. Define A, w, 
E, {3, ¢ so that 

A=-!;!;>O, W=E(!;V!;)=V¢+~V{3-{3V 

VE = (1/I2)F!;, V{3 = (1/12) e(!;F) (e = Levi-Civita tensor). 

The Einstein-Maxwell equations can be formulated in 
the manifold S of trajectories of !; in M, endowed with 
the metric 

(For details of the derivation cf., e, g., ReI, 2.) The 
Lagrangian is 

L tot =2R (3 ) +L, 

L = (1/A2)[VA2 + (V¢ +EV{3- (3VE)2 - 2A(VE2 + V(32)]. 

(3,1) 

Considering first only one function of ¢, A, E, {3 to 
vanish, i. e. , 

¢ = ¢(A, E, (3), (3.2) 

one finds after fairly long calculations that this ansatz 
does not provide a solution of (2,5). 

Rewriting (3.1) in terms of the variables 

C =A-tCP;j; +i¢, 

<I> =E + i{3, 
one has 
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L = (1/;\2)(V[V{ + 1>V[V~ + ~V[V1> - ([ +[)V1>V~), 

(3.4) 

and assuming 

1>=1>([,[), (3.5) 

one finds for (2.5) the equations (a dot and a prime 
denote differentiation with respect to [ and [, re
~pectivelyL. thus under complex conjugation [ goes into 
[, 1> into 1>, dot into prime, and vice versa) 

1>=0, 

1>" = (1/;\)1>'(~1>' - 1>~' - 1), 

2ci?' = (1/;\.)1>'(1 +;j;ci? - 1>i), 

(3.6) 

and their complex conjugates. The integrability condi
tions are . .. 

2ci?"~+~1>'==0 

or 

2ln1>' + In;j; =h([), 

from which by use of (3. 6) follows 

(1)''/1>')' =0. 

With 

1> =f([)[ +g([), 

one finds 

feE) = agel) + /3, 

and then from (3. 7) 

1>=a[ +/3+ ([ + 0)/([ + 0). 

(3.7) 

(3.8) 

By inserting this expression into (3.6) one obtains 
conditions on the constants a, /3, y, 0: 

l+!3a-ay-aao=O, (3.9) 
f373- yy- 0- a""{lo - aY6=0. 

Before entering into further calculations we observe 
that we still have the freedom of performing Kinnersley 
transformations. In particular, the following can be 
used to simplify (3.8): 

1>-efa1>, [-[, 

1>-a1>, {.-a2[, 

(. -[ +ia. 

We can transform such that o=d=l, -1, 0, a =a 
== real. In the case d == 0 a can, moreover, be trans
formed to 1. Thus one finds from (309) that 

1> =a[ +/3 + ([ +d)/([ +d), 

-Iby +ad = hl/a +ib), 

d=l, -1, 0, d=O-a=1. 

(3. lOa) 

For completeness one has to consider the cases for 
1>" = 1>" = O. They are in already simplified form: 

1>=a([ +d), 

1>=[-[-J. 

(3. lOb) 

(3.10c) 

The question if the relations (3.10) are covariant un-
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der Kinnersley's SU(2, 1) group can be answered by sim
ply arguing that the infinitesimal Kinnersley transforma
tions are just the Killing vectors of the metric defined 
by (3.4) and thus (3.10), being the solution of (2.5), has 
to be covariant under that group. Another way of ob
taining this result is using the variables in Kinnersley's 
space ya ([ =ylJY2, 1> =y3/2y 2), where (3.10) can be 
written in the form 

-. b I I Y A.by =0 (A.b =0), 

which is manifestly covariant under Lorentz rotations 
in that space. This form of Eqs. (3. lOa), (3. 10c) also 
serves to answer the question whether they are con
nected by some Kinnersley transformations. The 
matrices A are 

C 
/3 1) -/3 _ d2a 1 -, 

0 0 0 

and 

~: 
1 

!) 1 
i 

0 

respectively. Define the interior product of two vectors 
in Kinnersley's space by .J 

(a,bl~" •• a·b·, "{ : :) 

One finds then that one of the eigenvectors of the 
second matrix is a null vector, while none of the eigen
vectors of the first matrix has this property. Thus the 
two matrices cannot be transformed into each other by 
Kinnersley's SU(2, 1) transformations. 

Equation (3. lOb) has been used by Ernst to "charge" 
the Kerr and Tomimatsu-Sato solutions. Equation 
(3. 10c) describes magneto static solutions as one can 
easily calculate that E = -1>. and /3 = 2cp, and consequent
ly the twist of the Killing vector vanishes. 

Finally the Lagrangian (3.4) becomes 

;\2L=[1>_ ([ + [)ci?]"¢V[2 +[~_ ([ + {);j;']1>'V[2 

+ [1 +1>;j;, + ~<i> - ([ +[)(<i>~' + ;j;1>')]V[V[, 

(3. 11) 

and one can calculate, using (3.6) via 

Rab=-KG.b , 

the Gaussian curvature of the hyper surfaces defined by 
(3.10). One finds in the case of (3. lOb) K =-1 while 
K = - .~ in the other cases. In the course of the calcula
tion one encounters for 1>' * 0 the relation 

which is identically satisfied for 1> given by (3. lOa), 
(3. 10c) and may be used to write the last term in Eqo 
(30 11) in the form 
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, 
- 2([ +[);Pcp'. 

It also may be used to verify that in this case 

icabi = (2/A3)¥CP'. 

For cP given by (3. lOa) Eq. (3.11) may be cast into the 
form 

(3. 12a) 

while the transformations accomplishing that are given 
by 

Re _1 __ ~ _1 (1 + a(y + y») 1/2 !!!:.::.!!:.. 
t + d 2 - 2 2y=)id m + n ' 

1m _1__ ab m-n 
t +d -2[2yyd(a(y+y) +2yyd)J!/2 m +n 

1 mn-1 
+ 2[a(y + y) + 2yydj172 m +n 

(3.13a') 

for d* 0 and 

Re.l=~(m -1) t 8yy n ' (3. 13a") 

Im1...=~[l(m-.!..) - bJ t 4yy 2 n ' 

for d = 0 and a = 1. The remaining cases are fairly 
trivial; we list them for completeness; 

Case (3. lOb): 

4 -
L = (k +kV VkVk, (3. 12b) 

"f(j(c + 1)[ + "f(j(c - 1) 
k = "f(j(c _ 1)[ + {(j(c + 1)' c = (1 + 2a

2
d)1I2 (d*- 0) 

(3. 13b') 
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k=i+1/t, d=O, a=1. 
Case (3.10c): 

16 
L=( )zVmVn, m+n 

m}=!I ± -.!... ¢. 
n V2 

(3. 13b") 

(3. 12c) 

(3. 13c) 

The Lagrangians (3.12) are very similar to or the same 
as the Ernst Lagrangian. Thus for every solution of 
the Ernst equations one obtains by the transformations 
(3.13) and the relations (3.10) a one- or two-parameter 
solution of the Einstein-Maxwell equations. It is, how
ever, straightforward to check that the easiest solution 
of the field equations belonging to (3. 12a) in prolate 
spheroidal coordinates (cf. Ref. 7) 112 =X, n = - x gives, 
by (3. 13a"), rise to a solution which is not asymptoti
cally Schwarzschild like, as A;:e4yy+ constx-2• The 
physical meaning of the parameters a, b, is thus far 
from obvious. 
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A number of one-loop graphs with arbitrary external momenta and internal masses contributing to the 
perturbation expansion of a Euclidean 4>4 theory are evaluated exactly in three and two dimensions. The 
final expressions are simple closed forms involving elementary functions only. A method for handling the 
multidimensional angular integrations that arise in calculations of massless QED or 4>4 in four dimensions 
is also discussed. 

I. INTRODUCTION 

The calculations described below have been motivated 
by the recent interest shown in the ¢4 theory as a model 
for second-order phase transitions observed in three 
and two dimensions. Critical exponents and correlation 
functions can in principle be calculated in perturbation 
theory by using either the E-expansion method developed 
by Wilson1 or renormalized perturbation methods in 
the space dimension of interest. 2 However, in either 
case it has become apparene· 4 that the series are such 
that high order terms must be calculated before accurate 
quantitative information can be obtained. It is therefore 
essential that one devise efficient methods for handling 
the multidimensional integrals appearing in the 
expansion. 

Comparison of different integration procedures re
veals that the situation in four dimensions is rather 
different from that in three and two. With each increas
ing order in the perturbation expansion of the ¢4 theory 
one must evaluate graphs with two additional propagators 
and one additional loop integral. Since in four dimen
sions each loop integral is an extra four -dimensional 
integral in momentum space, it is generally preferable 
to evaluate the graphs in Feynman parameter space 
where one parameter is associated with each propagator 
and only two extra integrals in each order are required. 
A direct momentum space evaluation seems preferable 
only when all masses can be set equal to zero and every 
propagator can be expressed in terms of the difference 
of two momenta. The propagators then have a simple 
expansion in four-dimensional hyper spherical harmonics 
and the angular integrations decouple from the integra
tions over momentum magnitudes. Furthermore, the 
magnitude integrals are of the form fkndk and thus 
trivial: the angular integrals can be reduced to well
known integrals if one exploits the connection between 
the four-dimensional hyperspherical harmonics and the 
three -dimensional rotation matrices. 5 A particular 
example of this procedure, namely the evaluation of the 
12-dimensional angular integral described in Rosner 6 

as the analog of the Racah coefficient, is described in 
Sec. V. 

In three dimensions, the simple counting argument 
given above still suggests Feynman parameter methods 
preferable to direct integration; in two dimensions both 
methods require roughly the same number of integra
tions. However, by using the analytical expressions 
derived in Secs. II and III for single-loop graphs, the 
dimensionality of the integrals that must be handled 

by numerical quadrature methods is actually less in the 
momentum space representation. Furthermore, because 
the explicit formulas given below for the three- and two
dimensional one-loop graphs involve only elementary 
functions of the external momenta, these formulas are 
very convenient for use in any subsequent numerical 
integration. 

The results of the one-loop graph integrations can be 
expressed in terms of the dimensionless invariants 
which are conventionally used in discussions of the 
Landau singularities of these graphs. 7 Let the internal 
propagators of an n-vertex one-loop graph be (m 2 + K2t', 
i = 1, 2, ... ,11 and define the external momenta' , 

kij=Ki - K j • (1) 

The dimensionless parameters 

( 2 2 2 ) " ( ) YiJ= l11i + I11 j +!'?ij I 2111 i l11 j , (2) 

together with the masses 1I1i' then completely 
characterize the graph. From the 11 Xn matrix Y if con
struct first the determinant D(n), 

D(n) = det 1 v .. 1 
- ~ J ' 

then the determinants Fjn) obtained by replacing the 
elements Y il in the lth column by 111 / m i' 

Fln)=det ly ij (l - 0j/) + (111/ mi)ojl 

=~(m2D(n»), 
(lm

t 
I 

and finally the principle minors D:n-') obtained by 
eliminating the lth row and column from :v ij' 

(3) 

(4) 

D:n-')=detIYijl, i,j*Z. (5) 

The subscript 1 will be dropped from Dln-') if no 
ambiguity can result. The three -dimensional triangle 
graph is then given by , 

T(3d ) = 111,111 211137[-2 Jd3K,Il (m~ + K~)-' 
,=1 (6) 

= arctan ((D('»)' (2 Ic)1 (D('»)' (2, 

where 

c = 1 + Y'2 + Y,3 + Y23' (7) 

For physically allowed momenta, D(3) is nonnegative 
and the arctan lies in the interval [0, 7[/2]. Henceforth 
it will be understood that square root denotes positive 
square root, and arctan and In respectively denote the 
principal branch of Arctan and Ln, whenever the 
momenta lie in a physically allowed region. The three
dimensional box graph is 
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=t(bJ...Fi4)T:3d~ /D(4), 
I-I m l ') 

where Ti34 ) are the three-dimensional triangles 

Ti3d ) = arctan «D;3»1/2/ C 1)/ (Di 3) )"/2. 

(8) 

(9) 

The C
l 

are constructed from the elements of Di 3
) exactly 

as C is from D (3
) [cf. Eq. (7)]. The two-dimensional 

triangle is 

Zd 1J' 2 3 (2 2)-1 T( )=1111JnzII131T- d K1I1 n1 j +K j 
t=1 (10) 

where the B: 2
dl are the two-dimensional bubble graphs 

B (2d) -1J"d2K ( 2+K2)-1( 2+K2)-1 3 =m1m z1T I m 1 I m2 2 

(11) 

and Bfd) and B~Zd) are obtained by a cyclic permutation 
of 1,2,3. The three -dimensional bubble, included for 
the sake of completeness, is 

BOd) = 111 Im z1T-2 J {t Kl (mi + K~>-l(m; + K~)-l 

=2m1m2arctan(kl/(ml +m2))/k 12 • (12) 

The evaluation of the bubble graphs is an elementary 
excercise and is not discussed in this paper. The three
dimensional triangle graph is determined in Sec. II by 
a direct evaluation of the integral in Eq. (6) in 
momentum space and again in Sec. III by Feynman 
parameter methods. The two-dimensional triangle 
graph has been evaluated as an intermediate step in 
four-dimensional calculations, 8 but can also be obtained, 
together with the three-dimensional box graph, by 
using our analysis in Sec. III. There we show that in d 
dimensions, anyone-loop n-vertex graph for n '" d + 1 is 
related to the (n -I)-vertex graphs by connection 
formulas such as (8) and (10). Another example is the 
four-dimensional formula 

(13) 

for the one-loop, five-vertex "production" graph P in 
terms of the known 8

,9 one-loop, four-vertex scattering 
graphs. 

Although the expressions given above for the one-loop 
graphs are in some sense the simplest possible, they 
are not always the most suitable if their actual 
numerical value is needed for, say, use in numerical 
integration routines. Therefore, in Sec. IV we give a 
few alternative formulas which are both simpler to 
evaluate and more stable against roundoff error. 

The four -dimensional "Racah" coefficient, derived in 
Sec. V, is 

543 

R = (~lf~ )cz(coselz ) Cm(cose I3 ) Cn(coseZ3) 

xC p (COSe34 ) Co (cose24 ) Cr(COSe14 ) 

_ {P/2 q/2 rl2}2 
- l/2 m/2 n/2 ' 

J. Math, Phys., Vol. 19, No.3, March 1978 

(14) 

where the brace expression on the right is the 6-j sym
bol in three dimensions. 10 The integrals in (14) are over 
the four-dimensional solid angles OJ that respectively 
specify the directions of vectors k i • The Chebyshev 
polynomial Cl(cosej)=sin((t + l)e i )/sineil is the four
dimensional analog of the Legendre polynomial; eli is 
the angle between the vectors k j and kJ • 

As with all multidimensional integration, the correct 
choice and sequencing of integration variables is crucial 
in determining how hard or easy the eventual calculation 
turns out to be. Therefore, in the following sections we 
present mainly those details which display the choice of 
variables and coordinate systems. 

II. THE THREE·DIMENSIONAL TRIANGLE GRAPH 

To evaluate the three-dimensional triangle, we 
rewrite the propagators in Eq. (6) in the partial fraction 
form 

(m~ - mi + K~ - Kit'(m; - mi + Ki - Kitl 

x (m~ + K~rl + cyclic perm. 

= (m~ - mf + kiz - 2klZ . Kl)-l(m~ - mi + ki3 - 2k'3 . K1)-1 

x{mi+K~tl+cyclic perm. (15) 

and consider each of the three resulting integrals 
separately. The singularities introduced into the 
individual integrands by this procedure are inconse
sequential. Since the real part of (A±iE)-J(B±iE)-l is a 
principal part term plus the term ±1T2 0(A)o(B), the only 
possible error in (15) is 

± 2m ,m 2msi dSK,6(m~ - mi + ki2 - 2k12 . K j )6(mi - rni + ki3 

- 2k13 ' Kl}(mi + Kitl + cyclic perm. (16) 

By integrating (16) we find a possible error of ±h/ 
(D(3»l/2 for each of the three terms but this is already 
implicitly contained in the principal part formula 
derived below [cf. formula (24)]. The correct additive 
term is finally chosen by the constraint that in the limit 
k;J = 0, T(Sd) = 2mlm2m3(ml + m 2)-I(111 1 + m3)-1(m 2 + m3t1 
as determined by direct integration of Eq. (6). 

In the integral over the first term in (15) we choose 
cylindrical coordinates with the kz axis perpendicular to 
k12 and k lS ' and then write dSKl = kdkdBdk z' k12 ' Kl 
=kl2k cose, and k 13 ' Kl =k13k cos(e - ¢) where ¢ is the 
angle between k12 and k13 . Since the k z dependence is 
entirely contained in (mi + K~tl = (mi + k 2 + k;)-l, 
elementary integration of this first term in (15) then 
yields 

2 {kdk fde (2 2 2 2 )-1 
m1mZm3J(mi+k2)1/2 21T mz- m l+k 12 - k1 2kcose 

The integral over e is most easily done by residue 
methods which yield 

{ kdk 
2mlm2m 3 J (mi + k2)l/2 

where 

512 = [0'12 - 4kf2 (mf + k 2)]1 /2, 

(17) 

0'12=(m~-m~+ki2)z+4mik~z, (19) 

Cis =klZ(m~ - m~ + ki3l -k13(m~ - mi + kiz) cos¢. 
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The constants in (19) are related to the dimensionless 
invariants defined in the Introduction by 

(l'2 "" 4mim;(yi2 - 1), 

a 3k ,2 "" 2mim;F~3), 

a~ + 0"2ki3 sin2tj.> = 4mim;m~D(3). 

(20) 

The changes from geometrical to algebraic notation in 
(20) are readily achieved with the use of the scalar 
product, 2k12 ' k'3 = 2k 12k 13 costj.> = kiz + ki3 - k~3' and area, 
4ki2kis sin2 tj.> = 2khki3 + 2ki2k~3 + 2kiak~3 - ki2 - kfa - k~3' 
formulas, 

We now note that with two variable changes, the inte
gration of the first term in (18) is elementary. First, 
write m~ + kZ = X

Z so that kdk/ (mi + kZ)' 12 = dx and 
S12=(0"2-4k~2X2)1/2. Second, write 2k ,2x=z+a1i(4z) 

to eliminate the remaining square root S'2= i[z - a,i 
(4z»). The limit on the z integration corresponding to 
the limit k =0 is zo=m,k'2 - i(m~ - mi +ki2)/2. With 
these changes the first integral in (18) becomes 

2 jdZ 2k'3 sinp ( ) 
m ,m2m 3 T (2zk

'3 
sintj.> + ( 3)2 _ 4m;m~m~D(3) 21 

which reduces, upon integration, to 

i L ( 2Zk 13 sinp + a3 - 2m1mzm3(D(3»1/2) I 
2(D(3»1/2 n 2zk sin¢ + a + 2m m m (D(3»'/ Z 

13 3 1 2 3 e=e
o 

(22) 

with real part given by 

(23) 

The corresponding formula obtained by integration of the second term in (18) can be added to (23) with the aid of the 
addition formula Arctan(x) + Arctan(y) = Arctan«x + y)/ (1 - xy ». The sum is 

(24) 

where the result on the right follows upon cancellation of the common factor 4mi(m~m~D<3) -kizki3sinZ¢) in the 
argument of the Arctan function. 

Finally, with the help of Arctan(x) + Arctan(y) + Arctan(z) = Arctan«x + y + z - xy z)/ (1 - xy - xz - y z», one can 
add to (24) the results of the integrations of the remaining two terms in (15). In this case a common factor 
(y,2 -1)(y,3 -1)(Yz3 - 1) can be cancelled from the argument of the final Arctan and one obtains 

(25) 

Use of the double angle formula, Arctan{2x/(1-xZ»=2 Arctan(x), and the known value of the integral at k~J=O then 
completes the derivation of Eq. (6). 

It is by no means obvious from either the present calculation or the alternative derivation given in the following 
section whether the cancellations in, say, Eq. (24) are accidental or whether there is a profound reason for the 
very simple structure of the final answer. Compared with the apparent complexity of the four-dimensional 
triangle and box formulas, 8 the result for the three-dimensional triangle is indeed surprising. 

III. FEYNMAN PARAMETER METHODS 

The connection formulas (8), (10), and (13) are 
derived below with the help of the Feynman parameter 
representations [or the corresponding integrals. In this 
representation a one-loop n-vertex graph in d dimen
sions is7 

j( 
n 

n "" j<n)=K(n) (ITda.)6(1-L.Ja.)(y<n»dI 2 -n 
d d i ' i' 

(26) 

for n > d/2. The constant K~n) depends on the particular 
normalization used in the momentum space representa
tion of the graph and yen) is the quadratic form 

with 

n 

y<n)=LY"a.a 
i} 'J • i 

(27) 

(28) 

The Y ii differ from the Y ii in Eq. (2) only by mass 
factors. The constraint that the a. are positive, 
together with -Z; {)Ii = 1, defines th~ region of integration 
in (26) as the interior of an (n -I)-dimenSional hyperte-
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I 
trahedron. Its "volume" is bounded by (~) "faces" or 
"areas" on which one of the {)Ii vanishes: the "faces" 
meet at (~) "edges" on which two a j vanish. This 
sequence eventually terminates at the vertices of the 
hypertetrahedron where all but one ()Ii is zero. 

The expression (26) explicitly displays the hyperte
trahedral symmetry of the graph but this symmetry is 
lost in intermediate stages of a calculation if one pro
ceeds directly by choosing some particular a i to begin 
the integration. To maintain explicit symmetry we 
instead replace the region of integration by a sum of n! 
regions interior to other hypertetrahedra: the latter are 
characterized as follows. Each has one vertex at the 
point where the quadratic form yen) is stationary. The 
second vertex is the stationary point of yen) on one of 
the n "faces" and the third is the stationary point on one 
of the n - 1 "edges" of the "face." The nth and last 
vertex is one of the two vertices of the original hyper
tetrahedron that is common to the particular "face", 
"edge", ... sequence chosen above. Thus each of the new 
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hypertetrahedra is a cone fanning out from a vertex at 
the stationary point of yen) toward a particular subregion 
on some "face. " It is clear that the total original 
"volume" is included in the sum of all these cones pro
vided all subregions on the "faces" are covered. But 
this argument can be repeated by replacing "volume" 
by "face" and "face" by "edge" and we eventually con
clude that the new hypertetrahedra indeed cover 
correctly the original "volume" defined in (26). 

Consider now the particular integration "volume" 
lJ(l, m, ... ) in which 0'1 = 0 defines the "face," 0'1 = Q1 m 
= 0 defines the "edge," and so on. Denote the Q1 i at the 
stationary point of yen) by f: n) and define a new integra
tion variable {31' 

0'1 = fi n )(l - {3), (29) 

which is just 0'1 shifted and scaled so that the integration 
interval is [0,1]. Next shift and rescale the remaining 
Q1

i 
to eliminate all dependence of the integration limits 

on {31' Specifically, replace Q1t by fi n )(l - {31) + Q1j{3l; 

note that the new 0'. are identical to the old on the "face" • a l = O. Then 

j (Dda
j

) 6(1 -t n)(y(n»)d/2-n 
• j 

n n 
=f(n)jl Bn-2dB jlnda.) 0(1 -6 a.)(y(n»)d/ 2-n (30) 

I 0 ,I 'I j~I' i~I' • 

The Q1
j 

on the right-hand side of (30) are understood to 
be restricted to lie not only on the "face" 0'1 = 0 but also 
within the boundaries of lJ(l, m, ... ): that is, they lie 
within a cone fanning out from a vertex at the stationary 
point of yen) on the "face" to a particular subregion on 
the "edge" a l = am = O. We deduce the dependence of yen) 
on {31 and on the remaining 0'1 from the fact that a j 
= canst, for all i,* l, is a straight line emanating 
radially from the stationary point of yen) so that yen) 
= A + {3;B(a) is the only functional form consistent with 
its quadratic nature. From the known values of this 
function at the points {31 = 0 and {31 = 1 we determine 

yen) = o(n) + {3;(y(n- 1 ) _ o(n»), (31) 

where o(n) is defined as the stationary value of yen) and 

y(n-l)=y(n)(Q1I=O)' (32) 

The steps leading to (30) for the "volume" integral can 
clearly be repeated for the "face" integral to yield 

n n 

j (ITda.)o(l- J.a.)(y(n»)d/2-n 
j~I' 17:t· 

1 n n 
=f(n-' )j {3n-3d{3 j( IT dQl.)o(l- 6 a.)(y(n»)d/ 2-n (33) 

171 0 m m i~l,m I. i:lJ,m' ' 

where f ~n-l) is the value of am at the stationary point of 
y(n-l) on the "face" Q

I 
= O. The quadratic form is now 

with 0(n-1 ) the stationary value of y(n-1 ) and y(n-2) = y(n-l 

(am = 0). Transformations of the form (29) can be used 
to rewrite the remaining Q1

j 
integrations in (33) but the 

resulting explicit formulas are not needed in the follow
ing discussion. 

Explicit expressions for the fiP) and o(p) are obtained 
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as follows. The a
j 

at the stationary point of y(n), 
subject to the constraint L:n Q1 j = 1, are given by the 
solution of L:;ytJaJ= i\ and ~ence 

f en) = i\F(n)j'l)(n) - F(n)/A (n) (35) 
I I - I , 

where 

D(n)=detlyiJl, 

- n a -
F(n)=l.cofactor (y- )=--D(n) 

I 'r' Ii am~ , 
(36) 

!L.-
flfn) = i...J F~n) • 

i • 

The de,rivative expression in (36) for Fin) follows from 
the specificjorm (28) for the matrix elements YiJ' Note 
that D and F differ only by mass factors from the dimen
sionless D and F defined by Eqs. (3) and (4). The 
stationary value of y(n) is 

(37) 

There are corresponding formulas for the lower order 
fiP) and o(P) in terms of the lower order yIP). The 
remark following Eq. (5) applies here: the subscripted 
symbols D(n-1 ) A(n-1 ) FIn-I) = (a/am 2 )D l n-l) D l n-2) ... 

, , I 'ltm m I , 1m ' 

will be used if it is necessary to identity explicitly the 
absent rows and columns. 

Some inSight into the above formulas can be obtained 
if one makes use of certain identities derived by Wu8 

both by explicit manipulations of yIn) and by use of some 
theorems on determinants. One of these identities is 

n _ 

A ln)-"Fln)-d tl k 'k I . '-2 3 -~ I - e - Ii Ii' t,)- , , ... ,n (38) 
• 

so that to within numerical factors the A In) are the 
squares of the k-space "volumes" of hypertetrahedra 
constructed by joining n points with the lengths k IJ' The 
first fewAln) areA (1 )=1, A(2)=-k~2' 1\(3)= Ik12Xk1312, 
A (4) = - I k12 . k13 Xk1412. Another identity is 

(1';n»)2 = A (n)Dln- 1 ) - A (n-I)D(n) 

from which we deduce that 

and, since the right-hand side of (40) is less than 

(39) 

(40) 

or equal to zero for physically allowed momenta, that 
the stationary point of yIn) is a maximum. For the 
triangle graph one can derive what is an off-diagonal 
variant of (40), 

and, by direct manipulations of the determinants or 
otherwise, show that 

m 21'(3)1'(3) _D'S)1'12 )1'12 ) 
1 2 3 2,3 3,2 

= (5!IzYI3 - m~23)(m~AI3) - n(3)). 

(42) 

(43) 

We return now to the proof of the connection formulas 
(8), (10), and (13) by explicitly performing the {31 

parameter integration in Eq. (30). The relevant part of 
that integral is 
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which, for n? d + 1, can be evaluated recursively 
beginning with 

= (2n - d - 2)-I(j~n)/ 6(n»){ (yln-l »)d /2-n>1 

+ (n - d - 1) J Ip~_2 d,Sz (yln»)d /2-n>1}. 
o 

(45) 

The second term in the brace expression in (45) 
vanishes; obviously so because of the prefactor of the 
integral for n = d + 1, and for the reason discussed be
low in the general case. If n > d + 1, the matrix elements 
Yi~ are not all independent and the k-space "volumes" 
A n) vanish so that fin) and 61n ) are infinite. However, 
by arbitrarily reinterpreting the external momenta k 

Ii 
for the graph as vectors in an (n - I)-dimensional 
space, and then displacing them appropriately, we can 
ensure that all expressions including the integral (45) 
are well defined. Then, having performed the integra
tion in (45), we may legitimately take the limit in which 
the momenta k

ij 
again take on their physical_valu~s in a 

space of d dimensions. The ratiofin)/6(n)=Fin)/Dln) 
remains finite whereas the factor yIn) is infinite for 
all {:3z t- 1 and the integral in the brace expression in (45) 
vanishes. 

The remaining factor (y(n-O)d /2-n>1 in the right-hand 
side of (45), when inserted into the CI'. integrals in (30) , ' 
can be recognized as a contribution to an (n - 1) -vertex 
graph I~n-l)(z) on the "face" o!z = O. The result of per
forming the summation over all integration "volumes" 
fl(Z, m, ... ) is 

I~n) = (2n - d - 2)-'(KJn)/KJn-1») 

(46) 

if we simply reinsert the constants dropped in going 
from (26) to (30) and then to (45). Finally, if the graph 
normalization in momentum space depends only on the 
dimension, then (2n - d - 2)-lK~n)/K~n-1) = i and thus 

(47) 

valid for all n? d + 1. If (47) is expressed in terms of the 
dimensionless variables Fin) and Din), the connection 
formulas (8), (10), and (13) are obtained as special 
cases. 

The formalism developed in this section can also be 
used to check the triangle graph calculation presented 
in Sec. II. If we write T13d) as the sum of six terms of 
the form (30) and (33) we obtain 

T 13d ) = m1n12m3~Tzm' 

where, for example, 

T 32 = i f ~3 )f~2) fo1 P3 d{:33f: d{32 

X{6 (3 ) + (3~(612) _ 6(3) + (3~(O") _ 6 (2 »)]}-3 / 2 

which after two elementary integrations becomes 
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(48) 

(49) 

{ [(
612) _ 6(1) 6(3»)1/2J 

x Arctan (3) (2)' (T) 
6 - 6 6 

[( 
6(2) - 6(1») 1/2J}' 

- Arctan (3) (2) 
6 - 6 

(50) 

This last formula can be rewritten as 

1 { (F-(2) - ) 
T - A t ~(3»)1/2 

32 - 2(lJO»)1/ 2 rc an rnlF~3) D 

- Arctan (-Jf~ (N 3 »)1 /2)} (51) 

if we use the identities (40) and the explicit value 6(1) 
= rni. The first term in (51) is just the expression (23) 
and furthermore the sum over the six terms in (48) is 
exactly the sum that led from (23) to (25). The only new 
inSight we obtain by the present method is that the 
mysterious cancellation in (24) is seen to be related to 
the determinant identities (42) and (43). (I do not know 
whether this might generalize in some way to simplify, 
say, the four -dimensional box graph calculation), The 
second term in (51) does not appear in (23) but with the 
use of the Arctan addition formula, the identities (41) 
and (42), and the explicit expression N3)= Ik12Xk1312, 
we find 

Arctan(~~~~ (A (3»)1 /~\ Arctan (g~j (,t (3»)1/2) 
F(3) "} F-(3) 

3 2 (52) 
= Arctan((A(3»)' /2 /k12 . k13 ) = q:, 

which is the angle between k12 and k13 . The complete six 
term sum thus Simply leads to an extra contribution 
~7f / (15(3»)1/2 that only serves to shift the Riemann sheet 
on which one evaluates the Arctan function in Eq. (25). 
We may ignore this contribution just as we ignored 
the 6 function contribution (16) and rely instead on the 
boundary value T 13d) (kiJ = 0) = 2rn1m2rf13(1Il1 + m2)-1 
x (rn 1 + rn3)-I(m2 + m3)-1 to determine that for physically 
allowed momenta the correct Riemann sheet is the 
principal sheet in Eq. (6). 

IV. NUMERICAL EVALUATION 

The one -loop results derived above are not in the most 
suitable form for use in numerical integration routines. 
The external momenta at which formulas such as (6) and 
(8) must be evaluated can range over many orders of 
magnitude and a direct evaluation of the determinants 
can lead to a tremendous loss of significance in the 
numerical results due to cancellations between large 
terms of opposite sign. For the case of equal internal 
masses which we discuss below, the simplest way of 
eliminating this problem is to rewrite the graph expres
sions in geometrical notation. For example, with all 
rn

i 
= 1, D(3) in Eq. (6) can be written 

(53) 

where A 123 is the area of a triangle with sides le 12 , 1<13' 
and k 23 . It is relatively easy to set up the numerical 
integration procedure so that the area, and hence D(S) 

via Eq. (53), is specified without loss of significance. 

To evaluate the three-dimensional box graph, with all 
m i = 1, we require 
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D(4) = _ r 2 _ 3602 , 

where 

16r
2 

= (k ,2k 34 + k'3k24 + k23k'4)(k'~34 + k'3k 24 

- k23k ,4)(k 12k34 - k'3k 24 + k23k '4) 

x (- k'2k34 + k 13k 24 + k23k24) 

(54) 

(55) 

and 0 is the volume of a tetrahedron with sides kiJ join
ing the vertices i = 1, 2, 3, 4. Again it is relatively easy 
to avoid loss of significance in calculating the volume 0 
but a direct evaluation of r using (55) can still involve 
substantial cancellation between large terms. However, 
Eq. (55) does suggest that we interpret r as the area 
of a triangle with sides k1~34' k'3k24' and k23k'4 and 
although this area is not of direct geometrical signifi
cance in momentum space, we can exploit this informa
tion to reduce the cancellations in its evaluation by 
further manipulations as follows. We first determine 
the largest of the products k'2k34' k13k24' and k23k14: for 
purposes of illustration below, we assume this pair is 
1<23kl4' By expressing both k23 and k14 in terms of the 
remaining momenta, we can derive the identity 

k;2k~4 + k;3k ;4 - k~3k~4 

= 2k'2k34k 13k24(COS¢lCOS¢4 + sin¢, sin¢4 COSX) 

= 2k12k34k'3k24 cos1jJ, (56) 

where ¢, is the angle between k'2 and k,3 , ¢4 is the angle 
between ~4 and k34' and X is the angle between the two 
faces of the tetrahedron containing the vertices 1,2,3 
and 2,3,4. Eq. (56) is of the form of a scalar product 
formula and we can interpret iJJ as the angle in the 
triangle between the two sides k'~34 and k'3k 24 , and 
opposite the side k 23k'4' The area expression (55) 
reduces to 

(57) 

which, since it expresses r in terms of the two smallest 
products k'2k34 and k'3k24' can only entail loss of signifi
cance in the case of an "accidental" cancellation when
ever iJJ"'rr. Now 1jJ=rr implies X=rr, ¢, =rr - rp4 and this 
is just the condition that the kif making up the tetra
hedron be coplanar and that the pOints i = 1, 2, 3, 4 lie 
on a circle. Since it is easy to design numerical integra
tion routines that avoid coplanar momenta, the expres
sion (57) together with the definition of 1jJ given by (56) 
should be adequate for most purposes. 

For completeness we give the formulas for F: 4
) cor

responding to (54) for D(4). Again, all m
j
= 1. 

Fi4) = - A 234k 12k34k,3k24(sinrp4 cos¢, 

- sinrp, COS¢4 COSX), 

F!4) = - A1231?'~34k '3k24 (sinrp, COSrp4 

- sinrp4 cos¢, COSX), 

F~4) = - (k3 , • k32F\4) + ks4 • ks2F!4»/k~3 - 1802
, 

F~4) = - (~, . k23Fi4
) + ~4 • ~3F!4»/k~3 -1802 

(58) 

The angles ¢" ¢4' and X are as defined for Eq. (56) and 
AiJk is the area of a triangle with sides kiJ' kik' and k Jk . 
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V. ANGULAR INTEGRATIONS IN FOUR DIMENSIONS 

Four-dimensional angular integrations such as the 
ones needed to evaluate the "Racah" coefficient in Eq. 
(14) can in principle be done by expanding the Chebyshev 
polynomials in terms of conventional four-dimensional 
polar hyper spherical harmonics. 11 However, an 
equivalent but technically much simpler solution is 
possible because there exists a particular coordinate 
system for which the four-dimensional hyper spherical 
harmonics are the three-dimensional rotation matrices 
and all the known three-dimensional results can 
immediately be applied. 

If we label these particular coordinates r, (l', f3, Y, 

then the four-dimensional Cartesian coordinates x ,Y, z, 
ware given by'2 

. f3 . (l'-y . ~ a-y 
x=rsm2 sm-

2
-' Y =rsm2 cos-

2
- , 

(59) 
f3 . a+y f3 a+y 

z = r cos2 sm-
2
-' w = r cos2 cos-

2
- . 

The four-dimensional solid angle is completely covered 
if we take 0"" a"" 2rr, 0"" f3"" rr, 0"" Y"" 4rr. The Jacobian 

\ 
a (xy zw) 1_ l. 3 . f3 
a (raf3y) - Br sm 

and hence the normalized integral over the four-dimen
sional solid angle can be written as 

f dO 1 /4. j' ., (2, 
2rr2 = 16rr2 0 dy 0 df3 smf3J 0 ria (60) 

which is exactly of the form of an integral over Euler 
angles in three dimensions. 

Given the coordinate definitions (59) and the definition 
of the rotation matrices'o 

D:':,~(O) = eim'r d:';'~(f3)eim", 

together with the specific values 

d(l/2) (f3) d(l/2) (f3) f3 1/21/2 = _1/2 _1/2 = cOS2' 

d (1/2) (f3)- d(1/2) (f3)-' fi, 1/2_'/2 - - -'/2 '/2 - sm2 

we deduce that the four-dimensional scalar product 
r,·r2=x1x2+Y'Y2+Z,Z2+W,1'(}2 can be written 

Furthermore, if we define 

F = F (0 0)=) D(l/2)(n )D* 'l/2)(0 ) 
r I l' 2 m~ m'm 1 m'm 2 ) 

then it follows that 

FIF, = F l _, + F I+
1 

as can be shown by using the product formula lo 

D'JY (n)D1f2 ) (0) 
mIm, m~m2 

(61) 

(62) 

(63) 

(64) 

(65) 

(66) 

and the orthogonality of the 3-j symbols on summation 
over all m~ and m j • With the aid of (65) we can derive 
the recursion relation 
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r,Fl - r?Fl _, _l F + r 2 r,Fl<' - r2F l 
r~ + r~ - r,r2FI - r, 1 r l ri + r~ - r,r2F, 

and hence the expansion 

(67) 

(68) 

for r 2 < rl' With the conventional choice of angular 
variables in four dimensions, the expansion coefficients 
in (68) are the Chebyshev polynomials C l (COSe'2) 
= sin((z + 1)e'2)/sine'2' Therefore, we make the 
identification 

c/cOSe'2J== F/(I1" 112 ), 

a result which can also be found in Englefield. 12 

(69) 

By substituting F z for the Cz in Eq. (14) we can reduce 
the expression for the "Racah" coefficient to a sum of 
products of four integrals of the form 10 

(70) 

Finally, the resulting sum of products of eight 3-j 
symbols can be written as the square of a sum of pro
ducts of four 3 -j symbols and the latter sum is the 
invariant combination that yields the 6-j symbol in Eq. 
(14). The algebra in the derivation of (14) is somewhat 
complicated by the need to keep track of all phase 
factors arising from the transformations D!!,!, )(0) 
= (-)m'-mD~:':'_m(I1) but is otherwise straightforward. 

VI. CONCLUDING REMARKS 

The purpose of the present calculation has been to 
derive expressions for simple graphs in ¢4 theory that 
can subsequently be used in numerical integration 
routines to evaluate more complicated graphs. The 
three-dimensional triangle and box graph expressions 
derived here have made possible the evaluation of all 
contributions to coupling-constant and propagator 
renormalization constants up to the 6 -loop level. 4,'3 

Higher order calculations of the renormalization 
constants would be worthwhile but may not be feasible 
unless the analytical calculations presented here are 
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extended to include simple two- and three-loop graphs. 
Unfortunately, we cannot say whether such an extension 
is possible. The simplicity of, say, the three-dimen
sional triangle expression is intriguing but whether this 
is accidental or whether correspondingly simple ex
pressions for other graphs will result is not known. 
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The geometry of the gravitational field at spacelike infinity 
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The asymptotic structure of gravitational fields at large spacelike separation from sources is studied. 
Limits of spacetime fields are discussed in terms of a three-dimensional boundary manifold representing 
spacelike infinity. The boundary is endowed with the metric of a timelike unit hyperboloid. With 
sufficiently stringent conditions on the asymptotic spacetime geometry, the total energy-momentum and 
angular momentum emerge as integrals over any cross section of the hyperboloid at infinity. It is possible 
to identify physically relevant weaker conditions under which the energy-momentum, but not the angular 
momentum, is well defined. Under still weaker conditions, the energy-momentum also loses its meaning 
even though the spacetime admits a Minkowskian asymptote. 

1. INTRODUCTION 

An isolated system of gravitating sources is modelled, 
in relativity theory, by a spacetime which is asymp
totically flat. The geometry of such a spacetime re
sembles the Minkowski space of special relativity at 
large distance from the sources. There is, however, 
considerable ambiguity in the notion of an isolated sys
tem and in the notion of an asymptotically flat space
time. Relativity theory itself does not require a defini
tion of either of these. The concepts are introduced in 
order to make certain classes of spacetimes under
standable by describing their gross features in terms 
which are familiar from the physics of special rel
ativity. In particular, definitions are normally chosen 
so one can ascribe a meaning to the total energy-mo
mentum (or mass) of the system. It may be desirable 
to employ a definition which is restrictive enough that 
the angular momentum of the system is also well de
fined in terms of the asymptotic gravitational field. 

A major ambiguity in the notion of asymptotic flat
ness stems from the different ways one can be far 
away from the sources. Based on the work of Bondi 
et al. ,1 Penrose2 adopted conditions which usefully 
characterize spacetimes in which the geometry becomes 
Minkowskian asymptotically along outgoing null geode
sics. For such spacetimes one has a boundary mani
fold iF representing future null infinity. Certain fields 
induced ony+ from the physical spacetime have signi
ficant physical interpretations. In particular, the mass 
of the system at a given retarded time is an integral 
of such quantities over a cross section of y +. If the 
integration is performed over an earlier cross section, 
the mass will have an equal or greater value, the dif
ference being the energy radiated to infinity between the 
two retarded times. Allowing the cross section to re
cede indefinitely to the past ony+, one would expect to 
get a limiting mass which represents all the mass of 
the spacetime. In a certain sense the past limit of y. 
is spacelike infinity, and the limit of the mass integral 
is the (time-independent) mass defined at spaceUke in
finity. This is certainly true in the trivial case of 
Minkowski space, If the spacetime mass is nonzero, 

a)Present address: Department of Mathematics, North Carolina 
State University, Raleigh, NC 27607, 

b)This work was supported in part by NSF Grant No, 
MPS74-14191-A01, 

however, it appears that spacelike infinity cannot be 
represented by a completely regular point of the 
Penrose boundary. ConSiderable care must then be 
taken in regarding spacelike infinity as a past endpoint 
ofy+. Ashtekar and Hansen3 are exploring this matter 
in detail. 

Predating the concept of null infinity was the idea that 
spacetime should become Minkowskian at large space
like separation from the sources. VariOUS notions of 
space like infinity in terms of the asymptotic properties 
of the spacetime geometry are as old as relativity 
itself. Relevant asymptotic conditions were sharpened 
by ADM, 4 who were able to produce integral express
ions for the spacetime energy-momentum and angular 
momentum in terms of the asymptotic geometry. Their 
method involves locating any spacelike hypersurface 
which behaves asymptotically like a hyperplane of 
Minkowski space, and then integrating, over large 2-
spheres, quantities derived from the metric and ex
trinsic curvature of the hypersurface. The energy
momentum and angular momentum are limits of such 
integrals as the integration surface expands to infinity. 

York,5 along with O'Murchadha, has refined the ADM 
formalism, freeing it from its dependence on a back
ground metric in the initial data hyper surface and 
making it manifestly covariant. The form of the en
ergy-momentum integral adopted by York is an ex
pression which Brill6 had observed to be valid in the 
case of an initial data hypersurface with vanishing ex
trinsic curvature. 

Using conformal rescaling techniques similar to those 
employed in the construction ofy+, Geroch7 has shown 
how to represent spatial infinity as a single point which 
represents the completion of an asymptotically flat 
initial data hypersurface just as Euclidean 3-space can 
be conformally mapped onto a 3-sphere by adding a 
single point at infinity. Limits of fields on the initial 
data hypersurface are represented by direction-depen
dent tensors at the point of infinity. The spacetime en
ergy-momentum is an integral of one such quantity over 
the sphere of directions at spatial infinity. 

The discussion of spacelike infinity to be presented 
here differs somewhat from the formulations mentioned 
above. Space like infinity will be represented by a 
three-dimensional boundary of the four-dimensional 
spacetime. The characterization of asymptotic flatness 
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therefore applies directly to the spacetime and not to 
some initial data hypersurface. One consequence is 
that it does not lead to awkward questions such as 
whether or not an asymptotically flat initial data hyper
surface can be arbitrarily translated and boosted (in 
some sense) without disrupting its asymptotic flatness, 

The existence of the three-dimensional boundary 
representing spacelike infinity will mean, roughly 
speaking, that the spacetime metric reduces to a 
Minkowski metric along outgoing asymptotic spacelike 
directions. There remains the question of how fast 
the two metrics should converge. If the spacetime's 
energy-momentum is to be well defined, it is ap
propriate to require, in effect, that the curvature 
tensor fall off like l/r3 without oscillatory behavior near 
spacelike infinity. Although this restriction is not quite 
strong enough to guarantee a well-defined angular mo
mentum, it is already restrictive enough to exclude 
certain spacetimes which one might wish to regard as 
asymptotically flat. For example, one might think that 
a model for a bounded source which radiated only a 
finite amount of energy during its entire history should 
be an asymptotically flat spacetime, One can imagine, 
however, a source which emits gravitational waves of 
fixed amplitude in spurts of variable duration. If, look
ing to the past, the spurts were to become progressive
ly shorter, such a source could have been emitting for 
all time with only finite energy at its disposal. Looking 
off in spacelike directions from such a source, one 
would see occasional oscillatory behavior even in the 
l/r part of the curvature beyond any fixed distance, 
and so the spacetime energy-momentum at spacelike 
infinity couLd not be defined, Such a source is, of 
course, J'ather contrived and unphysical, 

Even restricting attention to Sources which radiate 
smoothly in the past, it is easy to see that the finiteness 
of radiated energy is not sufficient to ensure a 1/r3 

dependence of the curvature tensor in spaceLike direc
tions. Suppose the time dependence of the radiated 
power is given by (- t)n in the remote past. Then, pro
vided n < - 1, the total energy radiated will be finite. 
If n > - 2, however, the curvature will fall off less 
rapidly than l/r3 in spacelike directions. One way to 
understand this is to recognize that, at.sr, the energy 
flux is given by the square of the news function N; Le., 
N~(_u)nI2, where 1l is the retarded time on2+. The 
radiation part of the curvature is given by the time 
derivative of the news function and therefore has a 
(_u)n/2-1 dependence onJ+. Along any outgoing null 
geodesic, the radiation part of the curvature decreases 
like l/r, where y can be regarded as affinety para
metrizing outgoing null geodesics. Since, at spacelike 
distance y and t = 0, the radiation was emitted at - t ~ r, 
the r dependence of the curvature is given, in this 
rough argument, by rn/2-2. If n> - 2, therefore, the 
curvature will not fall off as fast as l/r3. Examples 
of this type also may be judged to be unphysical on the 
grounds that if the sources are bounded in space, then 
some unrealistic mechanism is needed to excite the 
sources so they will radiate. The mechanism may be 
incoming radiation or an artifical time-dependent 
equation of state for the sources. 
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If one wants to examine realistic physical models 
which are not stationary, it may be necessary to turn 
to systems which coalesce from unbounded distances. 
No exact solutions of this type are available for study, 
and the motions of source particles are not yet rig
orously understood. 8 Nevertheless, it is reasonable to 
assume that at early times such a system would evolve 
in a Newtonian fashion. From this it follows that the 
dimension of the system would behave like (_t)2/ 3 in 
the remote past. The quadrupole moment would be ex
pected to go as (- t)4 / 3, and one may suppose that the 
power radiated would go as the square of the third time 
derivative of this moment9

; L e., the power radiated 
would behave like (- f)-1O/3. By the reasoning of the 
preceding paragraph, the radiation part of the curva
ture would fall off like y-li/3 at large spaceUkedis
tances. Such a system would therefore be expected to 
have a well-defined energy-momentum at spacelike 
infinity since the radiation part of the curvature would 
not mask the 1/~ limit at spacelike infinity. 

For many purposes it is desirable to have a definition 
of a system's angular momentum in terms of its asymp
totic gravitational field. A satisfactory definition of 
angular momentum seems to require that the radiation 
part of the curvature fall off faster than 1/y4. For 
coalescing systems of the type just described, there
fore, the angular momentum may not be defined" That 
the definition of angular momentum should require 
stronger asymptotic conditions than that of energy
momentum is not surprising. The same is true for 
matter fields in Minkowski space, due to the fact that 
rotational Killing vector fields grow larger with separa
tion from the origin, whereas translational Killing 
vector fields do not. Worthy of emphasis is that, in 
general relativity theory, bounded statio/lary systems 
may be the only realistic physical systems for which the 
angular momentum is well defined by the spacetime 
geometry near space like infinity. 

The precise concept of space like infinity adopted here 
will be modelled on a boundary p, of Minkowski space 
(1\11, 7Jab ), which represents proj ective spacelike infinity. 
Every space like ray of (M, 'l)ab) acquires an endpoint on 
p, and each point of P can be identified with an equiva
lence class of parallel spacelike rays. The points of 
P can therefore be identified with the unit space like 
vectors at any point of 1\1. The space of such vectol's is 
a time like unit hyperboloid, and the boundary P also 
acquires this metric structure. There are noteworthy 
advantages of representing infinity as a boundary mani
fold. The limits of fields on spacetime, if the limits 
exist, become ordinary tensor fields on p. For ex
ample, a linearized gravitational field, if it has the 
proper asymptotic behavior, induces on P a pair of 
symmetric trace-free valence-2 tensor fields (Eab and 
B ab ) whose divergences with respect to the hyperboloid 
metric connection vanish. Integrals of these tensor 
fields over arbitrary cross sections of P yield quantities 
which may be identified as energy-momentum and 
angular momentum of the linearized gravitational field. 

A curved spacetime is asymptotically flat if, first 
of all, it admits a boundary manifold P with properties 
(specified in Sec. 3) in common with spacelike infinity 
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of Minkowski space. Conditions on the asymptotic cur
vature may also be imposed. Roughly speaking, if the 
curvature is of order 1/r and nonoscillatory asymp
totically, then the energy-momentum is well defined. 
If the part of the curvature which is magnetic (with 
respect to a foliation whose limit is P) has a limiting 
1/r 4 behavior, then the spacetime angular momentum 
integral also exists. 

2. SPACELIKE INFINITY FOR MINKOWSKI SPACE 

The points of spacelike infinity P for Minkowski space 
(M, Tiab ) represent equivalence classes of parallel rays in 
(M, Ti ab )' An explicit construction demonstrates that P 
can be realized as a boundary manifold of (M, Tiab): Let 
x be any point of M and let Mx be the points of Mother 
than x itself which lie on spacelike lines through x; 
i.e., Mx is the exterior of the lightcone of x. On Mx is 
a positive distance function r: = \ Tiabxaxb \1/2, where xa is 
the position vector of points in Mx relative to x. The 
hypersurfaces of constant rare time like hyperboloids 
centered on x. The congruence of curves normal to 
this foliation are the rays emanating from x. Labeling 
these rays by angles X, e, ip, which then serve as co
ordinates on each hyperboloid, the chart (r,X, e,ip) 
covers Mx (aside from the points at which the spherical 
coordinates are singular). Define Z by Z: =1'""1. Then 
the boundary P of Mx is incorporated by extending the 
range of Z to 0 ~ Z < 00. The hypersurface Z = 0 is the 
boundary p. Every spacelike ray of M intersects Mx 
and acquires an endpoint on p. The points of P repre
sent angles in M x (or M), parallel rays all meeting the 
same point of P . 

Choosing a different point x, the above construction 
for M~ yields the same boundary points P representing 
angles of spacelike rays in M. Since every spacelike 
ray of M enters both Mx and M~, the intersection of the 
two regions contains a neighborhood of p. The two 
charts, (L;, X , e, ip) x and (z ,X, e, ip)~ are analytically 
related in the overlap. Allowing x to vary over all of 
M, the 0arts for Mx constitute an atlas for M. An at
las for M =M Up is obtained by extending any or all of 
these charts to the boundary p . 

The Minkowski metric on Mx is ds 2 = - Z -4dZ 2 + Z-2dcil, 
where 

FIG. 1. The figure depicts the region Mx foliated by hyper
boloids of constant ~. The outermost hyperboloid represents 
the boundary P where ~ ~ O. 
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is the metric of a unit time like hyperboloid. The 
Minkowski metric is singular at Z = 0, and no conformal 
rescaling can make it regular on the three-dimensional 
boundary p. On the other hand, there is a metric on 
p induced from (M, Ti a,,). On each L: = const leaf is an 
induced metric ha" =Z -2pa", where Pab is the unit hyper
boloid metric. The tensorfield Z 2 hab has a smooth ex
tension to p, inducing the unit hyperboloid metric on 
p. 

Representing infinity as a boundary manifold of space
time makes it easier to discuss asymptotic properties 
of fields on spacetime. A scalar field on spacetime has 
a limit at spacelike infinity if it is the restriction to 
M of a continuous field on M. A scalar field f on M will 
be said to be of order L:" provided L: -"I has a limit which 
does not vanish everywhere on p . 

The notion of the limit of a tensor field, on the other 
hand, is slightly more subtle than the existence of an 
extension of the tensor field to p. The reason is that the 
tangential components tend to behave differently from 
the orthogonal components. (Here "tangential" and 
"orthogonal" refer to a decompOSition of the tensor 
field with respect to a Z -foliation and its unit normal. 
Although the leaves are here timelike hypersurfaces, 
the algebra differs in no essential respect from standard 
"3 plus 1" decompOSitions, and the notation here will 
follow that of Ashtekar and Geroch. 10) To obtain the 
limit of a tensor field on M, one first represents it as 
a set of tangential tensor fields. A tangential tensor 
field has a limit if it can be extended continuously to 
p. 

The "order" of a tensor field can be confusing be
cause the charts near p use angular coordinates. Thus, 
for example, although the vector field a9 and the 1-
form de are smooth at p, the fields Z a9 and - L; -1d e 
both have norms of order Z 0 and these two are related 
via the metric. In other words L; a

9 
and L; -1de are what 

one would regard as tensor fields of order L; o. More 
gen,erally , a tangential tensor field T~m:::g~ is of c::der 
L;" if Z-n-P+qygl~~:::~~ has a continuous extension to M 
which does not vamsh everywhere on p . 

As an example, consider an electromagnetic field 
Fab on M. If the field is the retarded field of some 
bouned source which was nonradiative in the distant 
past, then the electromagnetic field would be expected 
to fall off like r -2 in spacelike dire ctions. If na is the 
unit normal to L;-leaves, then Ea:=n"Fab and Ba:=nb~b 
'" inbEabcdPd should be tangential tensor fields of order 
L;2. That is .to say, the 1-forms L;-1 Ea and L;-lBa should 
have extenslOns to p. 

The natural derivative operation on p is the sym
metric covariant derivative D which annihilates the 
unit hyperboloid metric: DaP/;Ca=O. It is natural in the 
sense that for tangential tensor fields with smooth limits 
at p, the derivative of the limit is the limit of the 
derivative. Denote by Da also the intrinsic covariant 
derivative of Z -leaves (for L; > 0). If L;mT::: is dif
ferentiable atp, then D.{L;mT:::) =L; mD.T::: is con
tinuous at p. If T::: is of order Z", then D.T::: is of 
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order L "+1 since it has one more lower index than roo 
has. '" 

An electromagnetic field F on M satisfies VGF =J 
d d b 

and va F:b = 0, where J
b 

is the charge current. If the 
L ~leaves are hyperboloids centered on a point x, as 
discussed above, then V no = '\' h where h is the 
. '. . a LJ ab' ab 
mtrmslC metnc of the hyperboloids. The Maxwell equa-
tions include Da Ea = naJa and Da Ba = O. For a bounded 
electromagnetic source, Ja vanishes in some neighbor
hood of p, so DaEa =O=DaBa near p. On p as well, 
then, DaEa=O=D"Ba • By virtue of Stokes' theorem, 
therefore, ifJEadsa and ~Badsa are both independent of 
choice of cross section for integration on p. (Regarding 
p as a fiber bundle over S2 with fiber JR, a cross sec
tion is homeomorphic to S2.) These quantities are num
bers associated with the electromagnetic field and de
termined completely by the asymptotic form of the 
field. They are, of course, simply the total electric 
and magnetic charges in M. 

Of somewhat more interest are the quantities defined 
in an analogous way using the limits of a linearized 
gravitational field. Such a field may be represented on 
]\I[ by a tensor field Cabed having the algebraic sym
metries of a conformal curvature tensor and satisfying 
the field equations "'lac b d=O. Decomponsing C into a c abed 
tangential tensor fields yields two symmetric trace-
free tensor fie Ids: 

and 

Using a hyperboloid foliation of the type already dis
cussed, for which the extrinsic curvature is K = - V n ab a b 

= - L hab , the field equation becomes the following four 
equations: 

DaEab =0, DaBab = 0, L "Eab = -E/dDeBda - L E ab , 

and 

(The tensor field Ebed : = naEabed is the normalized three
dimensional alternating tensor field.) Suppose now that 
the fields satisfy these asymptotic conditions' E is of • Gb 

order'\' 3 and B is of order'\' 4 tJ ao '-' • 

In order to define the quantities analogous to electric 
and magnetic charges, it is expedient to use the Killing 
vector fields and conformal Killing vector fields of P. 
There are six independent Killing vector fields Ka satis
fying D (aKb) = 0 and four independent conformal Killing 
vector fields ~a satisfying Da~b =HDe~e)Pab' These may 
be visualized by thinking of P as embedded as a unit 
hyperboloid centered on a point x of an abstract Minkow
ski space. Then the six independent Lorentz rotations 
about x, when restricted to p, are Killing vector fields 
of P. The four independent conformal Killing vector 
fields can be obtained by proj ecting any four constant 
vector fields of the Minkowski space into P. 

Since DaEab=O=DaBab on lVI, these equations are 
satisfied also by the limit fields on P. Let La be any of 
the vector fields Ka or ~a. Then the integrals I{> EabLa dSb 
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and I{>BabLadSb are insensitive to which cross section of 
P is used for the integration, since D~(EabLa) =0 
=Db(BabLa). At first sight, then, there would appear to 
be twenty quantities. Actually, however, ten of these 
vanish. Since B b is of higher order in \' than E the 

. a 6 ab' 
fourth held equation above yields D{ E = 0 From this able . 
one can showll that 

~EabKadSb = - 2~Da(E~aDbIKm)dSb' 

and, since the integration surface is compact, this 
vanishes by virtue of Stokes' theorem. Now examine 
once again the fourth field equation above. Because 
Bab is of order Z\ it is Z-2B ab which has a non-zero 
limit at p. Since nail = -,' 2il the term L B is asymp-

a i..J L' n ab 
totically equal to - 2Z Bab , and hence 

Bab = - L-~bedDeEda' 

Although the order L 3 part of E is curl-free the order 
4 ab' Z part serves as a symmetric tensor potential for 

B ab • (It is assumed that the fields are sufficiently 
smooth at P that the Z 4 parts are differentiable,) De
noting the symmetric potential by Kab , Stokes' theorem 
can be invoked to show that ¢ Bab ~adSb vanishes: 

.foB ~adSb = .fo (E cd D K ) tadSb = .fo D IEOCd ta K idS 
Y ab 'J' b c da S ,... c ~ ':. da b ' 

There remain, therefore, the integrals 

¢E ab ~adSb and ¢B abKadSb . 

The first integral is a linear mapping from constant 
vector fields of the embedding Minkowski space to the 
real numbers, and, as such, is a candidate for the 
definition of energy-momentum. If ~a is the constant 
vector field whose proj ection is ~a' then the energy
momentum Pa acts on ta according to 

pJa : = ifJEab~adSb. 

The second integral maps Lorentz rotational Killing 
vector fields linearly to the reals, as does an angular 
momentum tensor in Minkowski space. Since any Killing 
vector field Ka of the hyperboloid can be expressed in 
terms of a pair of constant vector fields of the embedd
ing space by Ka =Eabc~bijc' the angular momentum can 
be represented as a skew tensor Mab: 

Mab~aTf :::= ifJBabEacd ~c7)ddSb. 

The origin dependence of this angular momentum inte
gral is contained in its dependence on the particular 
hyperboloid foliation chosen. A foliation centered on a 
point x will produce a different angular momentum 
tensor than a foliation centered on x. Under a change 
of center point, the unit normal is affected asymptot
ically according to lia '" na +::; )J,a. Here 'Pa is a tangential 
vector field which can be described this way: The 
change of center point in N1 defines a vector J,a::= xa _ ,a 
which can be regarded as a constant vector field on 
]\1[. Its projection ?]ia into the unit hyperboloid identifies 
a vector field on p, and, by Lie dragging along the 
original normal congruence, a vector field in a nei"'h
borhood of P. The change in foliation and unit nor~~l 
causes a change in the magnetic curvature ~ 

13 =ncC* nd"'B _)'EmE ,'," 
ab cabd ab t-I (a b)mnY • 

Then 
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Now examine this final integral. Suppose tila is time
like and the integration is carried out over the unit 
sphere section of P orthogonal to ~Ia. Then dSb rx if!' and 
so only the integral 

~ g>E~EamnEacd~ln~cT)ddSb =~g>(Eg<bd - E~Ijf)~cT)ddSb 

survives. This is equal to ~(Pata0bijb -p.riaWb~b). The 
angular momentum dependence on foliation is therefore 
of the familar form: 

i1ab=Mab +P(.1bJ· 

(No generality was lost by assuming wa to be timelike 
since one can choose a time like basis for constant 
vector fields in Minkowski space. ) 

The asymptotic linearized gravitational field in this 
way gives rise to quantities which have the properties 
of energy-momentum and angular momentum. Cal
culating these quantities for simple examples yields the 
expected answers. The energy-momentum of the Kerr 
metric (linearized) is a future-oriented time like vector 
Pa of norm m, and the angular momentum tensor is 
orthogonal to a plane containing Pa and has magnitude 
rna. Here rn and a are the familiar parameters appear
ing in the Kerr metric. 

In summary, then, a linearized gravitational field of 
a bounded system induces on P a tensor field Eab from 
which one calculates the energy-momentum of the 
field. Because the field Bab is required to fall off faster 
than Eab , its limit at P is foliation-dependent. Restrict
ing consideration to hyperboloid foliations centered on 
points of M, one obtains for each foliation an angular 
momentum tensor. Changing the foliation center point 
causes the angular momentum to transform as an 
angular momentum tensor should under change of 
origin. 

3. ASYMPTOTICALLY FLAT SPACETIMES 

In order to qualify as being asymptotically flat, a 
spacetime (jfJ ,gab) should have some properties in com
mon with Minkowski space (M', 1)ab) asymptotically. In 
particular, there should exist a manifold with boundary, 
ih =/J1'J p, with P '" IR XS2, and a scalar field L: on some 
neighborhood,l1 * of p, with 2: = 0 on P and 2: > 0 on 
If! * = Iii * - p. The 2; -foliation should resemble the 
hyperboloid foliations in Minkowski space in the follow
ing sense. On/Ii * there should be a continuous tensor
field which agrees with 'L,2hab on I}J* and is the unit 
hyperboloid metric Pab on p, The extrinsic curvature of 
the foliation should be such that 2: Kab has the limit - Pab 
at p. It is assumed, moreover, that the curves ortho
gonal to the =: -foliation are the restrictions of a con
gruence on )ff* which meets p transversely. 

If these conditions are satisfied, then one can display 
a flat metric T)ab on I}) * which is an asymptote of the 
spa~etime metric. Let Pab be the tangential tensor field 
on In * obtained by Lie dragging the unit hyperboloid 
metric from P along the orthogonal congruence Then 
the flat metric is 
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'" -4 '" '" ",-2 T)ab = - U (OaU)ObU + U Pab • 

The spacetime metric gab is asymptotic to T)ab in the 
sense that the two tensor fields, when decomposed into 
tangential fields, have the same limits at p. By con
struction, both metrics give the same congruence 
orthogonal to the 2: -foliation. The tangential part of 
either metric, when multiplied by 2; 2, has the unit 
hyperboloid metric Pab as limit at p. To see that the 
normal parts of the metrics also agree at p, one notes 
that, for the flat metric, the unit normal satisfies 
L: -2naoaL: = -1. From the assumptions that 2; 2hab - Pab 

and 2;Kab - - Pab' it is not difficult to verify that L:-2naoa 
xL: - -1 for the unit normal of the nonflat metric as 
well, 

This flat "background" metric facilitates comparison 
of conventional ADM formalism with the P -boundary 
description of infinity. Also, if one knows a suitable 
flat "background" metric for a spacetime, the construc
tion of the P -boundary is straightforward: the 2; -folia
tion may be taken to be one of the hyperboloid foliations 
of the flat metric. 

It is important that the boundary p, when it exists, 
be unambiguous. Of course, a spacetime may have 
more than one asymptotic region, (This occurs for ex
ample in the Schwarzschild-Kruskal spacetime which 
has two asymptotic regions joined by the Einstein
Rosen bridge.) It is presumably the case, however, that, 
for any single asymptotic spacetime regio.!!1n *' there 
is at most one C1 manifold with boundary /J1 * which 
satisfies the conditions above. This conjecture seems 
very likely to be true. 

In order for the energy-momentum of the spacetime 
to be well defined in terms of the asymptotic geometry, 
it is necessary that the scalar field 2: can be chosen so 
that Eab is of orderL: 3

, where Eab=ncCcabtfnd and na is 
the unit vector field normal to the 2; -foliation. The ex
pression for the energy-momentum is formally iden
tical to the one in linearized theory. 

The spacetime must satisfy slightly stronger asymp
totic conditions if angular momentum is to be well de
fined. It must be possible to choose i: so that Eab is of 
order Z 3, Bab is of order = 4, and = Kab is differentiable 
at p. The angular momentum integral is then formally 
the same as in the linearized theory, In contrast to the 
linearized case, however, the Z -foliation cannot be 
chosen to be exactly a family of hyperboloids. If L: is a 
scalar field satisfying the asymptotic conditions, then 
so is t if i '" = +f= 2, where f is constant along the con
gruence orthogonal to = -leaves and'" indicates that 
higher order terms may also be present. Rather than a 
four-parameter family of allowed foliations as in 
Minkowski space, the allowed refoliations now depend 
on an arbitrary function on P. The limit of Bab , and 
hence also the angular momentum tensor M ab , varies 
with the function f. Is there a way to restrict further 
the asymptotic foliations so that one obtains a suitable 
four-parameter family of angular momentum tensors? 
Ashtekar12 has suggested such a method, One notices 
that, since Bab=O to order 2;3, D(aKbJc=O to order 2: 3 , 

This implies that the trace-free part of Kab (which is of 
order 2: 2 or higher) is derived from a scalar field13 : 
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Kab '" DaD,} + trace terms. 

Under a refoliation 1 t-- t = 1 +/12, the trace-free part 
of Kab changes by14 DaD,}, so one can always choose a 
foliation to make the trace-free part of Kab vanish to 
order 12. The allowed refoliations preserving this con
dition are then of the form 1 = 1 + 0'1 2, where 0' is one 
of a four-parameter family of scalar fields on P ob
tained as the divergence of a conformal Killing vector 
field on p. To the relevant order, these restricted 
refoliations are the same at P as the refoliations by 
change of center point in Minkowski space. One obtains, 
then, a four-parameter family of angular momentum 
tensors with the familiar transformation behavior. The 
property that Kab be pure trace to order 12 mimics the 
hyperboloid foliations of Minkowski space for which Kab 

is exactly proportional to the 3-metric. It is for this 
reason that the Ashtekar method is naturaL 

In linearized theory, by virtue of Eab being curl-free 
and Bab being the curl of a potential, ten conserved in
tegrals vanished. Do those same formal quantities 
vanish for asymptotically flat spacetimes as well? 
The integrals ~EabKadSb vanish as before provided 
D(aEbJc = 0, and this will hold if Bab is of order 14 and 
Kab is pure trace to order 12. In other words, when 
angular momentum is well defined, then the electric 
curvature limit gives only energy-momentum. The 
argument that ~Bab~adSb vanishes in linearized theory 
used the fact that Bab was the curl of a symmetric 
tensor. Using the relation between magnetic curvature 
and extrinsic curvature, Ba~=EaCdDcKdb' it is seen that 
the 1 3 part of Kab is a potential for the tensor Bab which 
is of order 14. Provided 1 Kab is twice differentiable at 
P, therefore, the potential exists and those four con
served quantities vanish. 

In summary, there are several distinct degrees of 
asymptotic flatness which may be usefully identified. 
A spacetime may admit the boundary P and asymptotic 
metric 7Jab but fail to have well-defined energy-mo
mentum and angular momentum. Under more restric
tive conditions the energy-momentum exists but not 
necessarily the angular momentum. Still stronger con
ditions are needed to have both energy-momentum and 
angular momentum exist. 
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l1The integrands are seen to be equal by noting that DaE{, 
=0, D"l<" is skew-symmetric, D(a~J=O, and DadK"'=P~K"' 
-l<"p,;:. This last equation is the general relation for Killing 
vectors, 'Va 'V 1I'c = RcbadJ<'l, specialized to the hyperboloid with 
metric Pab and curvature tensor Rabed = PadPbe - Pac PM' 

12Privately communicated aspects of the Ashtekar and Hansen 
"Spi Story. " 

13The trace-free part of a symmetric tensor Sab with vanishing 
curl on the hyperboloid is necessarily of the form DaDbf 
- ~PabD~f. Note first that if ~a satisfies Da ~b = ~Pab' then 
D(a(SbJc~C) = 0, i.e., Sbe~c=Dbg for some g. By removing the 
gauge freedom of additive constants in g, one sees Sab as a 
linear map from conformal Killing vector fields to functions. 
At any point, a conformal Killing vector field (which can be 
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scalar ~ = ~a1]a at the point. Let U a and U be fields such that 
their action on conformal Killing vectors agrees with that of 
Sab: 

Ua~a+U~ =g. 
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Killing fields only if ua=-Dau and Sab= DaDbu + uPab' This 
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14The unit normal vector fields are relate2 by na '::.11s! + Daf. 
Using the definitions hab: = gab + nanb and Kab :=-h';:hg'V(mnn) 
together with the fact that J;Kab "" - Pab + J;q.b' one finds that 
f.Rab "" -Pab + t (q.b + DaDb.f! , where f>ab = Pab + 2n(aDb)f. 
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On the Palatini method of variation 
Michael Tsamparlis 

Mathematics Department, a) Imperial College, London SW7, United Kingdom 
(Received 2 May 1977) 

The Palatini method of variation is compared with the Hilbert method for symmetric metrics and affine 
connections. It is found that the two methods are in general inequivalent. The Hilbert method is 
recommended as being more general. 

1. INTRODUCTION 

The use and the range of the Palatini method of vari
ation and its equivalence to the Hilbert action principle 
has been discussed in the literature. 1-4 However, re
cently published work4 shows that a reexamination of 
this method within the context of general relativity is 
necessary. 

The Palatini method of variation5 requires the action 
integral 

(1) 

to be stationary under arbitrary independent variations 
of the (symmetric) metric gij and the (symmetric) 
connection qko The Lgeom in Eq. (1) is defined by 

Lgeom "",j- ~B, (2) 

where B is a curvature scalar of the symmetric connec
tion r i

jk • Two sets of field equations result. The first 
set reduces to the geometric identity (metricity condi
tion) 

(3) 

which forces r i jk = Hk}O The second set is the Einstein 
vacuum field equations when (3) is taken into accounL 

The Hilbert action principle is another method for de
riving the Einstein vacuum field equations. In this meth
od one assumes the connection to be the Levi-Civita 
one, L e., r i jk = Uk}, and takes the unique Lgeom "" l::gR, 
where R is the curvature scalar of the Levi-Civita 
connection. Variation of this action yields one set of 
field equations which is the Einstein vacuum field equa
tions, Equivalently, instead of conSidering rijk={~k} one 
introduces Lagrange multipliers and considers the a 
Priori assumption rijk=Uk} as a constraint3

, Le" one 
redefines the Lagrangian to be 

(4) 

where B is the a curvature scalar of a general connec
tion, 

It has been pOinted out5
•

6 that the results of these two 
methods of variation are equivalent for the Lagrangian 

(5) 

where Lrp(g, cp,3CP) is the Lagrangian of some tensor 
fields cP (indices suppressed) which does not contain de-

a)Correspondence address: 16, Admitou Street, Agios 
Ierotheos, Peristeri, Athens, Greece. 

rivatives of the metric. B is the curvature scalar of a 
symmetric affine connection. 

However, these two methods are fundamentally dif
ferent, The main difference lies in the way they treat 
the a priori assumption(s) 

rijk=rikj, 

gij Ik =0. 

(6a) 

(6b) 

The Palatini method assumes the first as a constraint 
(L eo , 6r~k = IIrL) and shows that the second is trivially 
satisfied, so to speak, an unnecessary selection rule. 
However, in generalizations of the Palatini method, e. g. 
in the derivation of the field equations in the Einstein
Cartan theory, 7 the role of (6b) as a selection rule is 
clearly not trivial. The Hilbert action principle treats 
both (6a) and (6b) as constraints either by assuming 
qk = {~k} or by introducing Lagrange multipliers and 
adding the term 

Ai jk(r i jk - {~k}) 

to the Lagrangian o We will use the term Hilbert for the 
a priori assumptions and the term Hilbert-Lagrange 
multiplier for the latter. They are obviously equivalent. 

In the following we show that: 

(I) The Palatinin method and the Hilbert action princi
ple are equivalent for empty space no matter which 
curvature scalar of r is taken. 

(II) When matter is present, the two methods are not 
in general equivalent. 6 More precisely, for the Palatini 
method to produce the Einstein field equations, we re
quire that Lrp does not contain covariant derivatives. 
The Hilbert action principle allows the presence of 
covariant derivatives. Also, the Palatini method does 
not yield field equations consistent with the metricity 
condition (6b) when Lrp contains derivatives with respect 
to the symmetric affine connection qk whereas the 
Hilbert method does. 

2. THE LAGRANGIAN L gaom 

If we exclude the possibility of a nonsymmetric metric 
tensor, g,,", one can easily show that the components of 
a general linear symmetric connection r~k are given by 

r~k = Uk} -1 gill!. ilk' 

where 

(7) 

(8) 

with" I" denoting covariant derivatives. The curvature 
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tensor of r~k is defined as usual by 

BI ikl = 20 lkr!l Ij + 2r i SlkrVI!l' 

One proves easily that 

BY Tjk = 26 r lj1i skl [(In,j=g) IT]; S 

(not sum over r). Thus 

B Ijkl = - B jikl if and only if gjj Ik=oo 

So, in general one has three Ricci tensors 

B jk '" BT iTk' B' jk '" BT T ik' B" jk '" B t rk 

and one curvature scalar 

(9) 

(10) 

(11) 

(12) 

(13) 

The third possibility was not considered by Schrodinger. 8 

3. THE PAlATINI METHOD 

Let us assume the Lagrangian of the geometry to be 

(14) 

Varying this by the Palatini method, we find the follow 
ing sets of field equations: 

(15) 

(16) 

with ( ) denoting symmetrization and [ ] antisymmetriza
tion. Equation (16) can be rewritten as 

[- o~o~o~ + ~ o~o~o~ + 10~0~0~ + ~ o. (Cgb)kKij 

- ~ gbc gj iO:Jgii Ik = 0 0 (17) 

This equation appears to be different than the one 
usually found in textbooks [see Ref. 5, Eq. (21. 25)]. In 
Appendix A we show that Eq. (17) which is a system of 
40 linear simultaneous equations in the 40 unknowns 
g"blc=O, that is, (6b). Thus Eqs. (15) reduce to the 
standard Einstein vacuum field equations. 

Let us assume now that there are matter fields pres
ent and let the Lagrangian be 

(18) 

where L 4> (g, 0 g; r, 0 r; cp, 0 cp) is the Lagrangian of the 
matter fields, cp, and Lgeom is defined in Eq. (14). If 
we define 

(19) 

(20) 

and vary the Lmatter by the Palatini method, we obtain 
the following sets of field equations: 

Bun - -{,gjjB=K1Tij, (21) 

[gk cgiiO~ - gbcgjjo: + o~o~o~ + 20~0~0: - 20~0~0~ 

- o~O~O~]gijlk =K2M a
bC , (22) 

OL4> =0. (23) 
ocp 

Equation (22) has a unique solution (because the 
corresponding homogeneous system has a unique solu-
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tion) which is not zero unless, and only unless, 

M/c=O, (24) 

Le., when L4> does not contain any covariant deriva
tives. Therefore, for nonempty space-times the 
Palatini method does not yield field equations which 
are consistent with the metricity condition (6b). In 
conclusion, a necessary and sufficient condition that the 
Palatini method of variation applied to Lmatter give the 
Einstein field equations is that M/c = o. 

4. PAlATINI-HllBERT 

We look now at the Hilbert action principle and com
pare it with the Palatini method. The Hilbert Principle 
gives identical results to a Lagrange multiplier ap
proach. 3 We introduce the Lagrange multipliers A/c 
and redefine the Lagrangian Lmatter as follows: 

(25) 

where Aa bc = A/b. Independent variations of the fields 
11., cp,g, r give respectively 

OL4> =0 
o</> ' 

Rab - i gabR =K1Tab + (1/ ,jfgT)A/lgmboa (r{;l} 

- (1/2,jfgT)[A/I(or(aKb)kO~ 

+ or (agb)l1i~ - gktagb)lgC) L , 

(26) 

(27) 

(28) 

(29) 

where Tab' M/c are defined in (19) and (20), respect
ively. We look for the necessary and sufficient condi
tions that these equations reduce to the Einstein field 
equations, but not necessarily the vacuum. Choose co
ordinate conditions gij,k = O. Then Eq. (28) reduces to 

Gab'" Tab -iKabR 

= K1Tab - (1/2,ifif) [Or (agb)kO~ + O(agb)lO~ 

- gk(agb)lg'c]Ak I r, c· 

Taking into account Eq. (29) this becomes 

Gab =K1Tab - (K/2,jfgT) [MabC + Alba" - MCablc· 

Hence, we conclude that: 

(30) 

A necessary and sufficient condition that the Hilbert 
action prinCiple applied to L~attor give the Einstein field 
equations is that 

(Mab
C + Mba" - MC

ab ); C = O. 

We see that this condition is weaker than the corre
sponding condition of the Palatini method. We conclude 
that, in general, the two methods are not equivalent but 
the Hilbert action principle is more general than the 
Palatini method. More precisely they are equivalent 
only when the Lagrange multipliers Ac"b =K2Mc"b 
vanish, 6,3 a well-known result. Besides the fact that 
the Hilbert action principle is more general, it is also 
more useful because it produces field equations for any 
kind of fields, which are consistent with the a Priori 
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assumed Riemannian (or even more general) structure(s) 
of space-time. 

Considering these results and also the results of the 
previous work done on the Palatini method, we suggest 
that, perhaps, this method should be abandoned in fa
vor of the Hilbert action principle (with or without 
Lagrange multipliers). 
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APPENDIX 

In this appendix we show that (17) has the unique solu
tion g"blc=O. Choose a coordinate system in which the 
metric tensor gab reduces to its diagonal form, i. e. ,T/ab' 
where T/ab is the Minkowski metric. Then (17) reads 

[- o:o~o: + {- o~o:0'l' + {-1i~1ii1i7 

+ i O~CT/b)"'7Jti -T/ bC'l1ttO:]Ati m = 0, (A1) 

where Aabc=g"blc=Abac' We consider the following cases. 

Case I: a 01= b 01= c 

The system (A1) reduces to 

(A2) 

Casell:a=bol=c 

The system (A1) reduces to 

(A3) 

Case III: a = c 01= b 

The system reduces to Case II because of the sym
metry Aabc=Ab·c' 

Case IV: a oI=b =c 

The system (A1) reduces to 

(A4) 

Case V: a = b = c 
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The system (A1) reduces to 

_Abbb +Abm m +i1Jb"'7JuAtt .. -i1Jbb1JtIAlib=O. 

In (A4) we have the following subcases: 

If b=O, then 

A oOc -1J/iAIi c = 0. 

If b=k (k=1,2,3), then 

A~\ +1JtiAtic=O. 

Equation (A 7) implies 

Ak\=O and 1JjiAtic=O. 

Substituting in (A6), we find AOoc=O. These imply 

Abbc =0 

and 

Using Eq. (A9), Eq. (A3) reduces to - Ab\ + Amc m 

= ° (b * C), which implies 

(A5) 

(A6) 

(A7) 

(A8) 

(A9) 

Ab\=O (A10) 

and 

Amcm=O. (All) 

Finally, using Eqs. (A9) and (All), Eq. (A5) gives 

(A12) 

Equations (A2), (A8), (A10), and (A12) prove that the 
solutions of the system (A1) are 
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Global thermodynamical stability and correlation inequalities 
M. Fannesa) and A. Verbeure 
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Using spatially homogeneous dissipative perturbations, we derive a correlation inequality for states 
satisfying the variational principle for infinitely extended quantum lattice systems. 

1. INTRODUCTION 

For finite quantum systems it is well known that the 
Gibbs states can be characterized by the KMS property. 
In Ref. 1 it is proved that this property persists in the 
thermodynamic limit for a large class of systems. It is 
therefore generally believed that this property is char
acteristic for the equilibrium states of infinite systemso 
To analyze this idea, different notions of stability have 
been analyzed. In particular two essentially different 
types of stability have been studied. On the one hand, it 
has been proved2 that dynamical stability, supplemented 
with cluster properties leads to KMS states. On the 
other hand, we have the notion of thermodynamic sta
bility, as expressed by different variational principles 
for the free energy. We distinguish the global thermo
dynamical stability (GTS) and the local thermodynamical 
stability (LTS), which both have been proved to be 
equivalent with KMS for quantum lattice systems. 3,. 

The implication LTS implies KMS in Ref. 4 relies on 
the derivation of correlation inequalities from LTSo One 
shows then as in Ref. 5, that these inequalities imply 
KMSo Also these inequalities follow from KMS6

,7,8 and 
therefore they are equilibrium conditions. 

The main result of this paper (Sec. 3) is to derive a 
correlation inequality from GTS. The derivation in Ref. 
4 from LTS was based on the use of local dissipative 
perturbations with bounded generators of the Lindblad 
type. 9 These local perturbations however are irrelevant 
for considerations on intensive observables like energy 
and entropy density 0 Therefore, we have to introduce 
spatially homogeneous dissipative perturbationso These 
are studied in Sec, 2, where we construct strongly
continuous spatially homogeneous semigroups of com
pletely positive maps as volume limits of local ones. 
The physical idea behind these dissipative perturbations, 
in contradistinction with automorphic perturbations, is 
that the system can be looked upon as a subsystem in 
interaction with a heat bath. The appropriate heat bath 
is found by conSidering the dilation of the corresponding 
dissipative evolutions 0 

Finally we introduce the following notations, borrowed 
from Ref. 10. We consider the lattice set 'ZV (vE'IW). 
For each finite subset ACT, N(A) denotes the number 
of points in A. Denote by 1/ the quasilocal algebra of a 
spin lattice system; 1/ is the closure of the union of all 
local algebras 1/ A' Let 1/ L = U A 1/ A be the algebra of 
strictly local elements. 

a) Aangesteld Navorser NFWO, Belgium. 

Furthermore let {T k' k E 'Zv} be the group of space 
translation automorphisms onl/. For simplicity the 
volume limits which we consider are taken in the sense 
of increasing cubes. 

2. TRANSLATION-INVAR IANT SEM I-GROUPS 

In this section we construct spatially homogeneous 
semigroups by taking the Lindblad9 form of the genera
tor for local elements and by translating it all over the 
lattice. For any element VE'I/, denote by L v the genera
tor. Then we have 

L v: a c 1/ - L v(a) = v*av - i(v*va + av*v). 

Theore IJ1 2. 1 15 : Let VEl/A' then for any x E 1/ L the 
map Y from 1/ L into 1/ L, 

y(x) = .0 vL (v)(x), 
kE l1! k 

(1 ) 

is well defined and generates a spatially homogeneous 
strongly continuous semigroup (en)t" 0 of completely 
positive (CP) unity preserving transformations ofl/. 

Proof: Because of the local commutativity property of 
the algebra, i.e., if Ai,N=¢, then ll/",AA')=O, the 
series in (1) contains only a finite number of terms; 
therefore Y is well defined. 

Furthermore, for x el/ A', 

Ily(x) II ,--2N(A)N(A')111'11
2

1Ix II. 

Indeed y(x) is a sum of at most N(A)N(A') elements be
longing to algebras 1/ A'U A+k' k c= 7J". 

By induction, 

Ily"(x) II ~ 2"N(A)"N(A')[N(A') + N(i\))'" 

IN(A') + (n-1)N(A))11 v 11 2
" II x II 

~ n! 2"N(A)2(N(A')/ N~j~) +(n - 1))" II v (" Ilx II 

~ nl [2eN(A)211 v 11
2

]"exp (~~~i)llx II· 
Hence for 0 ~ I < to"" [2eN(A)211 v W] -1 the series 

tt" lIyn(~)11 < 00. 

"=0 n. 

converges and defines (ert )""I(t
o

' It is also clear that 

eyt=s-limexp(YMtl, O~t<to 
M-2" 

where 

YM(X) = kE~Z/Tk(V)(X). 
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By Ref. 9 exp(y Mt) is a CP unity preserving transforma
tion, hence eft shares this property on A L' Further as 
/I exp (y MO/l = 1, ert extends to A by continuity for ° <S t 
< to' 

Removal of the condition on t goes as follows: for all 
i l , t2 such that ° <S t1) t2, t1 + t2 < to from the series ex
pansion, exp[y(tj +t2»)=exp(yt1 )exp(yt2 ). For arbitrary 
l "" 0, choose N E IN such that t/ N < to and define eft 

= (ert /N)N. The strong continuity t - eft follows 
immediately. 

3. CORRELATION INEQUALITY FROM GTS 

As usual consider the lattice sites occupied by parti
cles interacting through many -body potentials cP (X)EA x, 
Xc 'Zv. We consider the interactions cP satisfying: 

(i) CP(X) is Hermitian; 

(ii) (TkCP)(X)=CP(X+k), translation invariance; 

(iii) II cP 11=:6 /I CP(X)II < 00. 
OEX 

Let B be the set of these potentials. For any cP E B the 
local Hamiltonians are given by: For ACT, 

H~(A)=X~A CP(X). 

Definition 3.1: A spatially homogeneous state w onA 
satisfies the variational principle or is globally thermo
dynamically stable (GTS) if it minimizes the expression 

1 
f(w) =w(A~) - ~ s(w) 

where (3 = l/kT and 

A = :6 cp(X) 
q, oEx N(X) , 

which by (iii) is an element of A representing the energy 
per lattice site; s(w) is the entropy density (see Ref. 11) 

Lemma 3.2: With the notation used above, for any 
state w onA satisfying Definition 3.1 VEAL and y as in 
(1), we have 

(
ert _ 1) ) 

limw ---Aq, =lim w(v*[Hq,(r),v)). 
t~o+ t r~zV 

Proof: As V E A L' there exists a ACT, such that 
v E A A' From the proof of Theorem 2. 1, 

II y(CP(X»II"" 2N(A)N(X) II v W II CP(X)/I. 

Therefore, 

/Iy ~ CP(X)/ N(X)II <S II cP 112N(A)11 v 112. 
oExCMC 'E 

We can define 

Y(Aq,) = lim y [ ~ CP(X)/ N(X»). 
.II~~ oExC.\J 

Because of the strong continuity of the semigroup t _ eft 

(Theorem 2. 1), 

. (e,t _ 1) 
hm t A~ ==y(A q,), 
t-o+ 

Applying the state w, 

. (e rt _1») hm w A¢ =w(Y(Aq,». 
t~ o· t 

(2) 
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Using the spatial homogeneity of the state, 

w(y(A4») = 6w(v*[r kA4>' v]) + i w ([v*v, T kA .. ]). (3) 
k 

We note that for any local observable b = b* E A L' 

lim [H .. (r),b)= 6 [T~q"bJ (4) 
r- 2Y kE Zll 

and that, if br = 6kErTkb, the following limit, 

lim exp(iAbr)cexp(-iAbr ) for all cEA and AeR, 
r~ :i" 

exists and defines a strongly continuous group of *auto
morphisms O'A of A :12 By Ref. 13, Theorem 5, we have 
s(w' Cl'A) ==s(w) for all A E R. 

As w is GTS, for all A, 

f(w 0 O'A) - f(w) = (w 0 0', - w)(A4» "" ° 
and 

As this remains true with b replaced by - b we obtain 

W(6[Tk b ,Aq,)=0, 
k 

Using the space homogeneity of wand the above remark, 
we get for all b EA L 

lim w([b,HA))==O. (5) 
r ~ 2" 

This relation expresses the time invariance of the state, 
Combining Eqs. (2)-(5) we get the lemma, _ 

Lemma 3.3: Let p be any density matrix on (<C"), w the 
corresponding state w(o) = Trp and Vj EB(<r:"), i == 1, ... ,k, 
For y="[/i-1 L"., - . 

Proof: As this lemma is a slight generalization of 
Ref. 4, Lemma 6, the proof goes along the same lines 
as in Ref. 4. 

Now we have the main theorem: 
-

Theorem 3.4: For any interaction cP C'·B and state w 
satisfying GTS (Definition 3, 1 and fo r all v p i = 1,. , 0 , 17, 

inA L' the follOwing inequality holds: 

Proof: For notational convenience we restrict ourself 
to a single local observable v(n = 1), The generalization 
to arbitrary n is immediate. The idea of the proof con
sists in the claculation of the following limit, 

y as in (1), which is nonnegative by the assumption on 
w, 
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We note that 

oj==lim w(e
rt 

-1) Aot» _ os(w)~ 0, 
t.o+ t 

where 

'" () l' s(woert)_s(w) 
vS W == 1m 0 

t~o+ t 

By Lemma 3.3 

oj== lim w(v*[H ot>(r), v]) - os(w) ~ 0. 
r ~z" 

(6) 

Now we compute os(w). Consider (r(n))n an increasing 
absorbing set of cubes for ZV. For n large enough, con
sider the set. 

In=={kE'~vITkvEAr(nJandYn==6 L . 
kEln TkV 

Let wn be the restriction of w to A r (n) with density 
matrix Pn, and w~, s E m., the periodic extension onA 
of wn 0 exp(yns). The density matrix of the state 
wnoexp(yns) is then given by exp(y~s)pn where 

'\1*(.)= 6TV'TV*-~[TV*V 0] 
Tn k k 2 k '+" kEln 

One checks that 

w* -limwS==w' eYS . 
n" toO n 

Using the upper semicontinuity of the entropy density 
on periodic states, 14 

" ( ) l' l' s(w!) - s(w) v S W ~ 1m 1m -'-...J._.......,_~ 
t"O+n~eo t 

-1' 1" s(wnoexp(ynt))-S(wn) 
- t!~ /.~ fN(r(n)) , 

where S(w n ) = - Trpnlogpn. 

By Ref. 4, formula 2.13, 

os(w) ~ lim lim (/(» 
t~O+ n"~ tN n 

By Lemma 3.3., 

.. ( ) l' l' 1 trd wnoexp(Yns)~kE'I Tk(V*V)) 
uS W ~ 1m 1m - J' s . n 

t~o+ n~~ t a N(r(n)) 

xl wnoexp(Yns)[:EkEI Tk(V*V)] n n. 
wn 0 exp(yns)[EkEI T k(VV*)] 

n 

We note that 

1· wn(Yn[:EkEI Tk(V*V))) 
1m n 

n"~ N(r(n)) 

= ~~r:: N(;(n)) W{6kEI/)] ZEIn-In LT ZV (v*v)) 

-lim NUn) (6 L (*)) 
- n~~ N(r(n)) W ZE'In.In TZ(v) V V 

=w(y(v*v)). 
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Analogously this can be done for any power of y. Be
cause v*v is strictly local, we can use the series ex
pansion as in Theorem 2.1., to derive 

ll'm wnoexp(Yns)[:EkEI Tk(V*V)] (rs( *)) 
____ ~~~--"n'-----_ =w e v V , 

n~~ N(r(n)) 

uniformly in s E' [0, E] for E small enough. 

Therefore, 
> * w(v*v) 1)s(w) _ w(v v)ln-( *). 

w vv 
(7) 

Combining (6) and (7) we get the proof. • 
We note that the inequality of Theorem 3.4 is a gen

eralization to n observables vi> i = 1, ... , n, of the 
corresponding inequality which can be found in Refs. 4, 
5, and 8. The same kind of generalization of the 
Roepstorff inequality, Ref. 7, Theorem 111.1, can be 
given and looks as follows, 

"( ) 1"[ ]) w{6.vi'v.) L..J v i> Vi _ '" W \1....1 v,;, Vi ln " t t t , 
I i W(L..J;ViV£} 

where (v p vlL is the Duhamel two-point function, given 
by 
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Tachyonic scalar waves in the Schwarzschild space-time 
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The scalar wave equation of a tachyon is investigated in the background of Schwarzschild geometry. The 
scalar field is split up into partial waves of all integral momentum states and the space development of 
each partial wave is studied as it approaches the singularity. The problem is mainly considered in the light 
of the assumption that the tachyon mass-parameter is comparable to the mass of a atomic particle while 
the black hole mass is comparable to that of an average star. The reflection and transmission properties of 
these partial waves at the effective potential barrier. arising partly from their angular momentum and 
partly from the curvature of space-time are discussed. It is found that in the radial case (I = 0) the 
criteria for the bounce are different from the purely classical behavior of spacelike geodetic trajectories. 

1. INTRODUCTION 

In the recent years several authors have considered 
the interaction of tachyons with gravitation. Narlikar 
and Sudarshan1 have showed that a primordial tachyon 
in a big bang universe is eventually reflected at a time 
barrier. Dhurandhar2 has considered the propagation 
of tachyons inside a white hole. Honig et al. 3 and 
Narlikar and Dhurandhar4 have discussed the classical 
geodetic trajectories of these particles in Schwarzschild 
space-time. They have shown that, the curvature of 
space-time gives rise to a potential barrier from which 
the low energy tachyons, i. e., those with energy per 
unit mass parameter5 less than the maximum of the po
tential barrier, are reflected. Such tachyons re-emerge 
out of the event horizon at r = 2m of the extended 
Schwarz schild space-time, while the high energy ones 
fall into the singularity. It is quite intriguing to ob
serve that, these faster than light particles rob the 
r = 2m surface of its property as a one way membrane 
of information propagation. Also the gravitational field 
of the central mass tends to oppose the infall of the 
tachyon rather than abet it, while the angular momen
tum tends to lower this potential barrier. These effects 
are opposite to those expected for tardiyons. 

The above papers deal with the problem classically, 
that is, the tachyons are classical particles having 
definite position and momentum at a given point of 
space-time. In the present paper we propose to analyze 
the problem within a semiclassical frame work, in the 
sense that, the tachyons are treated as quantum wave
packets, but the gravitational field of the black hole is 
unquantized. This type of approach has already yielded 
interesting properties of quantum effects on ordinary 
matter near black holes as shown by the pioneering 
work of Hawking. 6 It would be interesting to find out 
whether the quantum tachyons encounter a potential 
barrier and if so, whether they tunnel through it. To 
study the tunnelling effect we shall extensively make 
use of the WKB method. 

2. KLEIN-GORDON EQUATION FOR TACHYONS 

One of the basic assumptions we make here is that the 
Schwarz schild geometry is not perturbed significantly 
by the tachyon. The assumption is not unjustified, if the 
total tachyon mass parameter is negligible compared 
to the mass of the black hole, responsible for the back-

ground Schwarz schild geometry. Although tachyons 
still remain to be detected in a "typical" case we will 
assume the mass parameter of the tachyon comparable 
to the mass of an electron. The mass of the black hole 
will be taken to be order of the mass of the sun M 8. 

It is possible to determine the spin of a tachyon from 
the considerations of the unitary irreducible represen
tations of the inhomogeneous Lorentz group. These 
representations are either spinless or infinite dimen
sional. Following Narlikar and Sudarshan, 1 we treat 
here the simplest case of the spinless tachyon. The 
tachyon wavefunction in empty space then satisfies the 
Klein-Gordon equation, 

(1) 

in which, we have chosen units with c = 1, n = 1. 
</J(R, e, '1', t) is the scalar wavefunction of the tachyon, 
Mo is the mass parameter of the tachyon, the operator 

2 __ 1_ _0_ (r-:; lJ.L.) 
o - Cg ax j g g ox' , 

where gij is the metric tensor of Schwarz schild space
time with the following nonzero components: 

( 2MG) 
goo= 1- R ' g11=-

g22 = - R2, g33 = - R2 sin2e. 
M is the mass of the black hole and G is the gravita
tional constant. 

The negative sign in Eq. (1) arises because the 
tachyon has imaginary rest mass iMo and this can be 
immediately seen to be consistent with the fact that 
the wavepackets of the solutions to this equation have 
group velocities greater than that of light. The plane 
wave solutions to (1) are of the form exp(ik' r - iwt) 
with Ii and w satisfying the relation k2 - w2 = M6. There
fore, the group velocity dw/ dk = k/ w is greater than 
unity. 

The curvature of space-time is incorporated in the 
0 2 operator and this gives rise to an effective potential 
which the tachyonic waves encounter. 

One may remark here that, when the sign of M6 in 
(1) is positive, that is, in the case of ordinary particles, 
there do not exist physically acceptable static solutions 
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of the Klein-Gordon equation in Schwarz schild space
time, but in our case such solutions do exist (Price1). 

They correspond to zero energy tachyons. 

Expansion of (1) leads to the equation 

a
2

</! _ 1 (1- 2MG) --'2.- [R2 (1- 2MG) ~] -:;;r: R! R oR R aR 

- b (1- 2111G)_1_ () (sine ~~S') 
R R sinS ae u 

- (1 - 2"~G) :1I6</! == 0, (2) 

where due to azimuthal symmetry of the problem about 
e == 0, the wavefunction is independent of cpo 

<f; can be expanded in terms of a complete set of 
eigenfunctions of the angular momentum operator, that 
is, solutions of the form [~'/(R)/R]P/(cosS). Setting 
</!==L:7=0[</!/(R)/R]P/(cosS) and substituting in (2), we get 
a partial differential equation for </!/(R, f), namely, 

a
2

</! _ 1.. (1- 2MG) ~ lR2 (1 _ 21\1G) ~ (</!/\] 
iii" R R fiR R oR R-) 

+ (1- 2j~G) l(lR~ 1) </!/_ (1- 21~G) MJ</!/ ==0. (3) 

To separate out the t dependence of </!z(R, t) and since 
the calculations are going to be linear throughout, we 
can proceed by Fourier analysis. 

Writing 

J'z(R, t) == 1: A(SG) </!~(R) exp(- iSGt) dSG 

and substituting in (3) gives an ordinary differential 
equation for a typical Fourier component, 

d
2 ~'" 2MG di}J~ R2 [2 ( 2lV/G) 2 

dR 21 + R(R _ 2A/G) dR + (R _ 2MG)2 SG + 1-~ l\!lo 

_ 21~f (1 _ 2J~G) _ l(lR~ 1) (1 _ 2~G) ] </!~ == o. 

In Eq. (4) the coefficient of ~I~ consists of two parts: 

(i) the term involving SG2 corresponds to the energy 
or frequency of the partial wave; 

(4) 

(ii) the other three terms constitute the effective 
potential barrier, which the Fourier component </!~ has 
to surmount; the first two of which arise due to the 
curvature of space-time, while the last term repre
sents the "centrifugal barrier." 

It is fruitful at this juncture to use dimensionless 
units, by setting r =RMo, m == G]\!lMo, W == SG/Mo. Equa
tion (4) then takes the form 

~ + -'--'- + W + ---d2~IO 2111 dJ'~ 1:2 (2 r-2m 
riY' r(r-21J1) riy (1·'-2I1d r 

2m(r-2m) l(l+l)( 2)) ;/"'-0 - ?, - --y:r-- r- nI '1'/ - • (5) 

Equation (5) cannot be solved in terms of any known 
functions, but its application to the typical situation 
cited before furnishes a simpler equation. For effecting 
the approximation, it is necessary to get an idea of the 
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magnitude of the various terms appearing in Eq. (5). If 
the mass of the black hole lV/- M 0== 2 X 1033 gm where 
M is the mass of the sun, and if the mass parameter 
of the tachyon ;'v1 0 - m. == P x 10-28 gm is the mass of the 
electron, then 

- GMMo 3 84 1015 m - cff • x , 

RMoc. 10 1 r==rz- ==(R ll1 cm) (2.56XI0 cm-). 

One immediately sees that the coefficient of d</!~/ dr is 
very small everywhere, except inside the extremely 
thin shell Ir - 2m I< ~ where E is of the order of unity in 
dimensionless units. Also the term 2m(r - 2m )/1'4 is 
negligible everywhere outside a small sphere centered 
at the singularity r == O. We can neglect these terms 
provided we do not enter these exceptional regions. 
Then Eq. (5) simplifies to the form 

d
2$7 ~ (2 1 2m 1 (1 + l)(r - 2m)) ,1,0 _ 0 

d + ( 2 )2 w + - - 3 'i' / - • r- m r r 

(6) 

3. THE RADIALLY INFALLING TACHYON 

This case does not just deal with the 1 == 0 partial 
wave, but applies also to eigenfunctions of higher 
angular momentum states, provided the centrifugal 
term 1 (l + l)(r - 2111 )/r3 for those eigenfunctions is small 
compared to the other terms in the parenthesis. To 
get an idea of the value of 1 for which this term is 
negligible, we look at it in more detail. This term is 
of the order of unity, when 1 is roughly of the order of 
JII, that is, l-1015 , say. One need not be surprised by 
this large value of l, because the tachyon is at an 
astronomical distance from r == 0 and consequently its 
angular momentum is several magnitudes higher than 
the angular momenta encountered in the atomic en
counters. Here l;:;; 109 is sufficient to ensure the small
ness of the term in the region, where (6) is valid. One 
neglects this term and obtains the differential equation 

(7) 

where <p is one of the eigenfunctions which fall into this 
category. 

At large distances from the black hole, i. e., for 
r» 2m, Eq. (7) becomes 

(8) 

where 112 == 1 + w2 and k is the wavenumber of the wave at 
infinity. The solutions of (8) are of the form exp(± il~r). 

A. A crude approximation 

In the vicinity of the black hole, however, the curva
ture effects come into picture. One can then obtain a 
solution of (7) in the neighborhood of a given point and 
determine the form of the solution, that is, whether the 
solution is oscillatory or damped. 
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Setting r=ro+E=2mp+E, say, where p=O(l), one 
obtains 

d2cp p2 (; 1) 
df! + (p_l)2 \k2 - P cp =0. (9) 

From the definition of k2 , k2 > 1 and so in the region 
r> 2m, corresponding to p> 1, the solution is always 
oscillatory. Inside the Schwarz schild radius the coef
ficient of cp is positive or negative according as p> 1/k2 

or p < 1/k2• Accordingly the solution is oscillatory if 
r> rl and damped if r < rl where rl = 2m/k2 = 2mPl (say). 

One may remark here that a similar result was first 
obtained by Raychaudhuri8 by purely classical consid
erations. 2m/l?2 was the point of reflection of the classi
cal tachyon, the k in this result represented the mo
mentum per unit mass parameter of the tachyon. 
Whereas quantum mechanically there are limitations to 
this result. For, if k becomes arbitrarily large, rl 
decreases without bound and falls inside the region, 
where Eq. (7) is invalid, as the term 2m(r - 2m/';' can 
no longer be neglected from Eq. (5) to obtain (6) or (7). 
In order that rl lies outside the small sphere (the radius 
of which is about 101 in dimensionless units) centered 
at the origin, k should be less than 104. Then the result 
of the reflection of the tachyon at 2m/k2 is also valid 
in the quantum mechanical case. 

B. Application of the WKB method 

The situation in the vicinity of r = rl therefore de
serves a more accurate analysis than given above. A 
solution accurate enough for the present purpose can 
be obtained by the Wentzel-Kramers-Brillouin (WKB) 
method described below. Setting 

2 r (1?2 _ 2
r
l11) , p (r) = (2m _ r)2 

we have 

~ +p2(r) cp =0. 

The solution of (11) can be approximated by 

cp(r)=O'(r)exp(±i J pdr), 

(10) 

(11) 

(12) 

under the assumption that the effective potential is lin
ear near rl andp'(r)/p2(r) «1, where the prime denotes 
differentiation with respect to r. We shall first apply 
the method to (7) to get the required solution and then 
discuss the constraints on its validity. 

A direct substitution of cp (r) in (11) leads to the deter
mination of O'(r) to be 

O'(r) =Ap-1/2(r), (13) 

where A is an arbitrary constant. Setting r = 2mPl + ~ 
in (11) and retaining only the first order terms in ~ 
we get 

azcp ~ 
df" + 2m(1- Pl)2 cp =0. 

Putting?; = - V[2m(1- Pl)2J1/3 in (14), we get 

d2cp df' -?;CP =0. 
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(14) 

(15) 

This is the well-known Airy equation and has the solu
tions Ai(?;) and Bi(?;). For?;» 1, 

Ai(?;) - _1_ ?;-1/4 exp(- 2?;3/2 /3), 
2+Tr 

Bi(?;)- ~ ?;-1/4 exp(2?;3/2/3). 

In the limit?;« - 1, 

Ai(l;)-~ (- ?;)-1/4 sin(1(- ?;)3/2 +IT/4), rrr 
Bi(?;)-~ (_ ?;)-1/4 cos(1(- ?;)3/2 + IT/4). rrr 

In the solution by the use of Airy functions two scales 
of distances are involved, namely, the astronomical 
scale [0(1015 ) dimensionless units] and the atomic scale 
[0(1) dimensionless units]. The effective potential 
varies over distances comparable to the astronomical 
scale, while the Compton wavelength of the tachyon 
measures with atomic length scale. A unit length of 
parameter ?;, used in Eq. (15), can incorporate several 
oscillations of the tachyon wavefunction, but is small 
enough for the change in potential to occur approximate
ly linearly. Equation (14) is obtained by an approxima
tion carried out in the astronomical scale, while the 
asymptotic formulas to its solutions are obtained per
taining to the atomic scale. 

For the application of asymptotic formulas the lower 
bound for r1 should be about 109

, greater than the one 
required for (6) to be valid. This further restricts the 
permitted range of k to less than 103. 

The extent of the region r < r1 is large enough to let 
the solution Bi(?;) grow extremely large, hence it is 
physically unacceptable. Therefore, we choose 
cp =Ai(?;). 

The WKB method is applied to the given problem by 
writing (14) in the form 

d2 cp d? +p2(r) cp =0, 

where 

p2 (r) = 2 (; rl )2 = 0'3(1' - rl) (say). 
m -P1 

We have ?;=-O'(r-rl), which yields 

r p(r)dr=}(- ?;)3/2 in the region r> rl. 
rl 

In view of the asymptotic form of Ai(?;) for?;« - 1, 
the solution in the region r> rl can be written as 

CPl =Ap-l/ 2 sin[f.r p(r) dr + IT /4]. 
r1 

(16) 

The Airy function provides the continuation of CPl' into 
the region r < rl corresponding to ?; > 0, 

(17) 

where B is a constant. 

We immediately see from the asymptotic forms of 
the Airy functions, for?;» 1 and?; «- 1, that A = 2B, 
and conclude that a total reflection of the wave occurs 
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at r=r1' The wave which penetrates the potential 
barrier is heavily damped. 

C. Test of validity of the WKB method 

It is required to test whether p'(r)/p2(r)« 1 in the 
vicinity of r = r1' We have 

p'(r) 1 p'(p) 
p2(r) = 2m p2(p)' (18) 

A straightforward calculation shows that 

(19) 

If k is not very large-say of the order of unUy
p'(P)/p2(P) is of the same order, so that p'(r)/p2(r) is 
very small. Therefore, WKB is valid in this case. 

For k» 1, P1 = 1/k2 «1 and in the limit the simplified 
expression p' (P)/p2 (p) becomes 

p'(P) _ 1 ( 1 2) 
p2(P) - p2(1/p _ f?2)312 2p - k • (20) 

Setting p=a/k2 where a=0(1), we getp'(p)/p2(p)=bk3 

where b = 0(1) which yields, 

p' (r) k3 

p2(r) - m • (21) 

With regard to the permitted range of k discussed be
fore, the ratio pl(r)/p2(r) is very small and WKB method 
is valid. 

D. Exact solution 

It is possible to solve Eq. (7) exactly in terms of the 
confluent hypergeometric function. We consider the 
equation for r < 2m; the case for r> 2m is on similar 
lines. 

Putting x = 2m - r in (7) gives 

d
2

cf> + (k2 _ 2mO' _ n(n + 1») 
~ x-----;r- cf>=0, 

where 0' = 2k2 - 1 and n(n + 1) = - 4m2w2 • Let cf> (x) 
=xn+1 exp(ikx)t(x), and putting y = - 2ikx we get an 
equation for t, 

d2 f ![ 
Y dy'I+ [2(n + 1) - y] dy - (n+ 1 +iO'm/k)t=O. 

(22) 

(23) 

The solutions of (23) are F(n + 1 + iO'm/k, 2n + 2, y) and 
F(-n+iO'm/k, _2n,y)y-2n-1. The solutions of (22) are 
correspondingly multiplied by xn+1 exp(ikx). The ap
propriate combinations of these solutions describe the 
incoming and the outgoing waves. 

Though the above solution is exact, unfortunately it 
provides little physical insight into the problem. It 
seems difficult to extract relevant asymptotic informa
tion from it. 

E. High energy tachyonic waves 

Very high energy partial waves (w -105
) penetrate to 

the region very near singularity rS 107 (say), so the 
term 2m(r - 2m)/-0 can no longer be neglected from 
Eq. (5). But another approximation in (5) is possible 
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for distances very close to r = 0, that is, r can be 
neglected compared to 2m. With this approximation, 
(5) takes the form 

&cf> _.! dcf> +.;. (k2 _ 2m + 4m2) .+.=0 
-;t:;:r r dr 4m2 r rr 'V , 

(24) 

where cf> is one of the "radial" eigenfunctions. 
g=r-1/ 2cf>(r), (24) becomes 

Setting 

d2g .;. 
;];I + 4m2 (k2 - v'l(r»g=O, 

where 

2m m2 

v'l(r) = - - -::A"' r r 

We have 

1/3 

(25) 

(26) 

Therefore, if k> .[3/22/3m1/3, then the partial wave 
with such high energy surmounts the effective potential 
barrier and goes into the singularity. This result is 
markedly different from the classical one, where re
flection takes place for all energies of the radially 
infalling tachyon. 

4. TACHYON WITH ORBITAL ANGULAR MOMENTUM 

In this case we require Eq. (6) in full. The value of 
1 considered here is about 1015, so that the centrifugal 
term 1(1 + 1)(r - 2m)/r3 in (6) is comparable to the other 
terms in the parentheses. 

We shall now discuss the general behavior of the 
wavefunction as the wave approaches the black hole 
from infinity. For very large distances from the singu
larity, the very large values of 1 come into the picture. 
If r-100m and l-1017 , Eq. (6) reduces to 

~J + (W2+1_~) <P~=O. (27) 

One may write (27) as 

~$z + p2(r) Z/!~ = 0 (28) 

with 

P2 ( ) _ 2 + 1 1 (l + 1) 
r-w --r' 

For a fixed wand l, and at a large distance from r = 0, 
when the value of r is sufficiently large, p2 (r) > 0 and 
the Fourier component l/izrl is oscillatory. As the wave 
approaches r = 0, p2(r) decreases, so that the oscilla
tions slow down until finally p2 (r) becomes negative, and 
the partial wave is damped out. It is also easy to see 
that the partial waves with larger angular momenta die 
out at a larger distance from the black hole. So if one 
looks at the totality of all the partial waves of an inci
dent wave with a fixed w, the partial waves with larger 
angular momenta are damped out first, while the rest 
of the partial waves proceed towards the black hole. 

For comparatively smaller distances one can include 
comparatively smaller values of l; to be more precise, 
if r- 20m and l- 2m it is possible to treat a special case 
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for low frequency waves. With this approximation equa
tion (6) becomes 

d2!i (2 1 2m Z(l + 1») ,/,n - 0 (29) 
d + W + - r -~ '1'1 - • 

In the low energy limit, we see that the solution is 
oscillatory if r> r l , where r l =m+[m2 +l(l+1)]112. A 
parallel result was obtained by Narlikar and Dhurandhar4 

for the classical tachyon. 

When r is of the order of the Schwarz schild radius 
Eq. (6) has to be treated in its full form and can be 
written as 

(30) 

where 

is the effective potential. 

This potential is impenetrable for low frequency 
waves, but is transparent to those of high frequency. 

It is convenient, at this juncture, to use a length 
variable of the astronomical scale. Putting r = 2m,o in 
(30) but retaining the derivative in terms of r, we have 

d2<pQ ,02 7iif + (1- ,oF (w2 
- V~{p» I/!~ == 0, (31) 

with 

V~(P)=(~-1) (1-~), 
where 

L2 == l~;l). 

The potential V~(p) is of the same form, as obtained 
in the classical case by Honig et al. , 3 who discussed its 
properties in full detail. Hence we shall be brief. 

A. Comparison with classical case 

The roots of ~(p)==O are at p==±L and 1, and a maxi
mum of the potential occurs at ,0 == Pm lying between 
,0 = 1 and ,0 = L. There is no minimum of potential. We 
have ,om = (L4 + 3L2)1/2 - L2 and limL~ ~ Pm =~. For L == 1, 
V~(p) '" 0 for all p. Hence the partial waves with L '" 1 
do not see any potential barrier and proceed into the 
singularity undamped. 

There is, however, one difference which occurs in 
our treatment as contrasted with the purely classical 
treatment. In the classical case L can vary continuous
ly from 0 to OQ: while this case L is a discrete varia~ 
ble; it takes only those values for which l is a non
negative integer. Therefore, one gets a discrete series 
of potential curves for the various values of l. 

If w2 > V~(P",), the partial wave does not encounter any 
potential barrier, but when w2 < ~(Pm) an interesting 
situation arises. The equation w2 

- V~(p) =0 has two 
positive real roots, say PI and PI with ,011 > PI • Hence 
one can anticipate qualitadvely th~ general beh~vior of 
the solution as follows: 
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(i) For P> P11' P12' the solution is going to be 
oscillatory. 

(ii) For ,011 < ,0 < ,012' the solution is going to be 
damped. 

(iii) For ,0 < ,011' P12' the solution is again going to be 
oscillatory. 

B. Application of the WKB method 

We shall again apply the WKB method and later dis-
cuss its validity" 

The outline of the method will be as follows: 

(a) We divide the P axis into three regions: 

(1) ,0 > ,011' 

(2) ,0/2 < ,0 < P11' 

(3) P < ,012" 

(b) We obtain approximate forms of the wavefunction 
in the regions (1), (2), and (3) and match them at the 
barriers with the aid of Airy functions. 

Our next step is to find the form of the solution near 
the potential barriers at PI and P/2' To this end, we set 
r==2mPI +~, where PI rep~esents either Pll' or ,012' 

Then a Taylor expansion of the potential near P =PI 

leads to the differential equation 

d
2 

<p
n ~ (2L 

2 
3 L 

2 
) n _ '-if! + 2m(1- PI)2 1 + Pz - Pf <PI -0. (32) 

Putting 

tl3_ 1 (1+2L
2

3L2) 
fJ - 2m(1-pY PI - Pf and 1:==(3L 

we get the Airy equation, 

d2 IJP 
~-1:Ij!~=Oo (33) 

Since there seems to be a possibility of the tachyon 
tunneling across the potential barrier, one has to take 
into consideration both the solutions Ai(1:) and Bi(1:) of 
the Airy equation. As was the situation in the radial 
case, the parameter 1: has a length scale lying between 
the astronomical and the atomic scale. So in the vicinity 
of the potential barrier the Airy equation, together with 
the asymptotic forms of its solutions, is valid. 

What we are going to do henceforth has been sche
matically represented in Fig. 1. We assume the wave
function in region (3) to be 

1>3=;Ap-l/2 exp(-i.r2p(r)dr-i1!/4), r<rz, (34) 

where p2 (r) is the coefficient of ~J~ in (30) and we have 
set rl = 2mPI and r2 = 2mPI • Since we are considering 
a Single angu\ar momentu~ state at a time, no ambiguity 
arises if we drop the suffix l from the variable r. An 
extra phase factor of exp(- i1!/4) has been added to 
facilitate the matching of solutions across the barriers. 
(34) represents a wave moving radially away from the 
singularity r == O. 

In the vicinity of rh 1>3 has the approximation 
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3 2 

AIRY AIRY 
W K B W K B W K B 

FUNCTION FUNCTION 

f3<O f3>O 

1 I 
~<ol~>o ~ ><'i~<o 
«ol!>o ,< oi{>O 

I I 
I I 

I : 
0 r 2 r, 

FIG. 1. Figure showing the region of validity of the WKB ap
proximation and the Airy function approximation of the wave 
function :fi? (r). The WKB approximation is valid everywhere 
except in the neighborhoods of rl and r2. the width of the 
neighborhoods being given by II: I~ 0(10). 

(35) 

The Airy functions provide the required connections 
across the barrier. (35) shows that ¢3 represents a 
combination of the asymptotic forms of the Airy func
tions (except for the constant factor Vir) for 1;« 1. Since 
the Airy functions are well behaved at 1; =0, we can 
continue the solutions into region (2) and obtain its 
asymptotic form for 1;» 1, 

¢2 - A(1;)1/4(exp(21;3/2 /3) -h exp(- 21;3/2 /3)]. (36) 

In view of this, in region (2) the wavefunction can be 
written as 

¢2(r)=A Ipl-l/2(exp( l' Ipldr) - ~h(exp(-rip Idr)] (37) 
T2 T2 

( IT1 
for r>r2" Define T=exp - T2Ipldr). Then (37) takes 
the form 

(38) 

By going through a similar procedure as followed 
above, it is possible to obtain the wavefunction in region 
(1) as 

¢1(r)=Ap-l/2 [; sin(jT Pdr+i) 
Tl 

-i: cos (fT Pdr+i)] • (39) 
Tl 

The solution is more revealing in the form 

¢1(r)=AP~I/2 {~: +f) exp [i(fT Pdr+i)] 
Tl 

-G -f) exp [_i(fT Pdr+i)J}· (40) 
Tl 

The first term of (40) represents the reflected wave and 
the second one represents the incident wave. The trans
mitted wave is given by ¢3(r) in Eq. (34L 
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C. Transmission and reflection coefficients 

The transmission coefficient is computed by the 
formula 

transmission coefficient 

1 amplitude of transmitted wave 1 

1 amplitude of incident wave I 

T 

~T if T«l, 

In the same approximation the reflection coefficient is 
unity. 

The computation of T requires the evaluation of the 
integral in its definition, 

f 
Tl f Pll 

If)ldr=2m l~P (V7(p)_w2)1/2dp 
T2 P 12 

(41) 

unless Pll ~PI2' the integral is large in the typical situa
tion, because of the multiplying factor In. Therefore, 
T is practically zero implying that total reflection oc
curs at the potential barrier. 

The case when Pll ~P12 does not carry much physical 
significance, as it would be a rare coincidence for the 
energy of the tachyonic wave to lie within such a small 
range, but for the sake of completeness, it has been 
treated in the Appendix. 

D. Test of validity of the WKB approximation 

The validity of the above procedure can be seen by 
computing f)l(r)/p2(r). We have 

p'er) 1 p'(p) 
p2(1') = ~ p2(p) 

1-p (1 p2+2L2p_3L2) 
= 211lP21 V~(p) _ w2 1172 1- p - 2p3(V~(p) _ w2) . 

(42) 

The factor //I occurring in the denominator of (42) 
implies p' (r)/ p2 (1') « 1, except when V~ (P) - w2 is small. 
This is so if r ~ rl or r2 or if two roots of the equation 
~(p) - w2 = 0 lie close together. 

5. CONCLUDING REMARKS 

The above quantum mechanical analysis shows up 
somewhat different results compared to the earlier dis
cussions of classical tachyons. 3,4 In the classical case, 
the identification of the regions I and III in the Kruskal 
diagram led to the result that a radially infalling 
tachyon is bounced by the black hole and emerges from 
inside the event horizon (Narlikar and Dhurandhar4

). 

Here the quantum tachyon shows a similar behavior at 
low energies. At high energies, however, it tunnels 
through the potential barrier and hits the singularity. 

This curious behavior has some resemblance to the 
quantum effects on ordinary matter (tardiyons) near 
black holes. As shown by Hawking5 the quantum 
mechanical tunnel effect allows the outward movement 
of ordinary matter near black holes. The results 
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presented here show a similar effect operating on 
tachyons moving inwards. 
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APPENDIX 

We treat here the case when the two roots of Y1(p) 
- w2 = 0 lie close together. Near the maximum of the 
potential, the potential curve can be approximated by a 
small parabolic arc. Hence one can write the two roots 
of Y1(p) - w2 = 0 as Pm + E and Pm - E. Then a Taylor ex
pansion of the potential near the point P = Pm yields 

Y1(Pm)- ~(Pm±E)=E2A2, (A1) 

where 

(A2) 

We note that, as Pm < ~ for all L, A 2 > O. 

Our interest is to investigate whether there is a finite 
probability for the tachyon to tunnel through the poten
tial barrier and also to simultaneously determine how 
far in the limit as E - 0 can we apply the WKB method 
to achieve our end. The validity of WKB is determined 
from the computation of p'(r)/p2(r) at an intermediate 
point P = Pm + 0 with 10 1< E. Taking 0 as the same order 
as E and setting O=aE with a-O(l) and lal< 1, yields 

p'(Pm + 0) "" 1 x.! _ a 1- Pm 1 
p2 (Pm + 0) - Ap2 (1 _ a2)172 E (1 _ aZ)3!2 Apm X€" 

Therefore, the WKB method can be applied when 
m~»l or, i.e., whenE»m-1/2• 

One next computes the integral appearing in the 
definition of T, 

(A3) 

T Pm+e f tip Idr=2m f 1 ~ P (V~(P) - w2)1/2 dp. (A4) 
T2 Pm-e 

From (A1) the value of the integral turns out to be 
2APm/(l -- Pm) X mE2. Hence the criterion required for the 
validity of the WKB method, namely mE2» 1, is respon
sible in making T negligible. So when the roots of Y1(p) 
- w2 = 0 are close, but not so close that the relation 
E» m-1/2 fails, total reflection of the partial wave 
occurs. 
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In the event when E is less than the critical value for 
the WKB approximation to hold, the differential equation 
(30) itself may be approximated. At the point x = r - r m' 
where rm=2mPm and r«rm, Eq. (30) takes the form 

~ r;.A2 (2 x2) 0_ 
dx'" - (2m _ rm)2 E - 4m2 iJ!1 - 0, (A5) 

where Ix I< 2mE and A2 is given by (A2). Effecting the 
transformation, 

( 
Arm ) 1/2 A-. ,(,0 Arm 

y=x 2m(2m~rm) and '1'='1'1 x 2m(2m-rm)' 

(A5) becomes 

:f..:e + y2¢ = B2¢ 
dy' , 

where 

B2 _ 2mArmE2 
-12m-rml 

(A6) 

The solution of (A6) can be obtained by the contour 
integral method of the generalized Laplace transform 
type. 

Set 

¢ (y) = Ie exp(ty2) j(t) dt, (A7) 

where after substitution into (48) and solving, j(t) turns 
out to be 

exp(- tB2 tan-12t) 
j(t) = constx (4t2 + 1)37 4 

and the contour C to be chosen so that 

~ e {exp(ty2)j(t)(4t2 + 1)} = O. 

(A8) 

(A9) 
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In Mandelstam's gauge-independent quantization formalism, Slavnov identities are shown to originate 
from the fact that auxiliary Green's functions in various gauges (Feynman gauge, Landau gauge, etc.) 
satisfy the same fundamental equation. Furthermore, we have the practically important result that the 
infinite number of Slav nov identities are obtained in concise and concrete form. With the help of this 
form, we are able to easily derive various 't Hooft identities, which assure us of the gauge independence 
and the unitarity of the S matrix. 

I. INTRODUCTION AND PRELIMINARIES 

In 1968 Mandelstam! quantized the Yang-Mills field 
in his gauge-independent path-dependent formalism. 
Starting from the equal time commutation relations 
among gauge-independent path-dependent quantities, 
he investigated the auxiliary Green's functions and ob
tained the same Feynman rules for the Yang-Mills 
field as prescribed by2 Feynman, DeWitt, Faddeev, and 
Popov. However his commutation relations are unfor
tunately wrong, and there exist consequent systematic 
errors in his treatment of the covariant Green's func
tions. In a previous paper, 3 we succeeded in clarifying 
Mandelstam's quantization scheme by deriving correct 
commutation relations with the help of the Peierls 
method. 

On the other hand, many people have recently used 
the Feynman path integral method4 as the quantization 
of the Yang-Mills field. Various important results 
have been obtained by this method. Although this method 
is very powerful and heuristic, it is not well based on 
the field theory. Therefore, it might be interesting to 
develop Mandelstam's formalism by showing how vari
ous results are obtained in Mandelstam's quantization 
scheme. In this paper we discuss the generalized 
Ward- Takahashi identities. 

In the Feynman path integral method, Slavnov has 
clarified5 the fact that the generalized Ward-Takahashi 
identities (hereafter referred to as Slavnov identities) 
originate from the local gauge invariance of the Yang
Mills field. This fact is not clear in the canonical 
quantization scheme, since the canonical quantization 
starts from imposing the gauge condition. On the other 
hand, Mandelstam's quantization is carried out in 
gauge-independent manner, so that we can expect that 
the origin as well as the derivation of the Slavnov iden
tities is clearly understood in the field theoretic Man
delstam's quantization. (Throughout this paper, we 
leave aside all questions of infrared divergences and we 
assume that all expressions are dimensionally regu
lated, G so that formal manipulations of Feynman ampli
tudes are justified. ) 

In Sec. II, we easily find the infinite number of 
Slavnov identities among off-shell Green's functions. 
Moreover we have the practically important result that 
these identities are obtained in concise and concrete 
form. This result enables us to easily perform various 
calculations in Sec. Ill. 

With the help of Feynman rules and the special 
Ward-Takahashi identities, 't Hooft7 has perturbation
ally derived generalized Ward-Takahashi identities by 
the combinatoric method, These identities (hereafter 
referred to as 't Hooft identities) have been used in 
proving the gauge independence and the unitarity of the 
S matrix. In Sec. III, we rederive 't Hooft identities 
with the help of Slavnov identities derived in Sec. II. 

In Sec. IV, we discuss our results. 

We shall consider the self-interacting massless 
Yang-Mills field, and use the same notations as those 
in Mandelstam's paper. ! At this time we give some of 
Mandelstam's results! which are necessary in the fol
lowing sections. In order to treat the auxiliary Green's 
functions, Mandelstam has devised operators A~(x) and 
17e(y) acting on a linear space of the covariant Green's 
functions. The auxiliary Green's functions are then 
given by 

(HI j~\ A~U~(Xi)IG) (n=l- oo ), (1. 1) 

and the equations for them are obtained in the following 
concise form: 

where 

((I' In: Iy)"'o",y a: +gE"'8yA~(x), 
l::v(x) '" 0:.4.":, (x) - a~A~(x) +gE,,/l>' A~ (x)A~(x), 
and 

e~(x) '" lJ~(X) - I d,jy[(y ID~ IO)IJ~ (y)] ()~O ,,y{x ,\.) 

+ gE"8ya~O /l>'(x,:v) I '~Y' 

with 

[A~(x), 17e(y)] = o",eo"v o4 (x -1'), 

(HI17e(y)=O, 

and 

«(I' ID: Iy) ()~O>~(x ,y) = O",oOl(X - y). 

Partial differential equation (1, 5) is solved as 

(1. 2) 

(1. 3) 

(104a) 

(1. 4b) 

(1. 5) 
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X[igE80.A~(X1) 0~1 t6.F(X1 - X2)] 

X [igE.tnA~ (X2) 0:2 t6.F(X2 - X3)] X· •• 

X [igE8.yA~(xn) a:n t6.F(Xn - y)J, (1, 6) 

where 

=-i.6. ( )=/ d
4
k exp(- ikx) (1. 7) 

2 F x - (2'IT)4 _ k2 + if • 

II. SLAVNOV IDENTITIES 

The partial differential equation (1. 2) cannot be 
solved uniquely because of the factor 

a:{a:A~(x) - a~A~(x)}, (2.1) 

and (2.1) originates from the fact that the Yang-Mills 
field is a gauge field. Taking account of the ambiguities 
resulting from (2.1), we try to solve (1. 2) in the form 

[c:rA~(x) +gj~(x) - i1)~(x) - igE"'BYa~OBY(x,y) Ix=y 
+ a~A"'(x)]le) =0, (2.2) 

where A"'(x) is arbitrary so far as (2.2) can be solved 
uniquely. However auxiliary Green's functions which we 
want to obtain are those satisfying (1. 2). Therefore, we 
must investigate whether Green's functions determined 
by (2.2) identically satisfy (1. 2). This problem is re
duced to proving 

[- a~A~(x) + i J d 4y{(y ID~ I 0) 1)~ (y)}O ",y(x,y) - A "'(x)] I e) 

'" 0, (2.3) 

with the help of (2.2), In order to prove (2.3), we first 
move 1)~(y) in (2.3) to the right of O",y(x,y). This can be 
carried out in the following way. Both e(1)~(x) defined 
by 

e(j)~(x) '" 1)~(x) - J d 4y a~ ° ",y(x, Y )(y/D~ I 0l1J~ (y), 

(2.4) 

and e~(x) given by (1. 3) satisfy1 the same equation 

(a ID~ I y) e~(x) = (a ID~ I y) e{j)~(x) = O. (2.5) 

Therefore, we find 

(a ID~ Iy)[e(j)~(x)- e~(x)]=O. (2.6) 

On the other hand, (1. 3) and (2.4) show that the differ
ence e(j)~(x)- e~(x) is in the form 

e(j)~(x) - e~ (x) =gE", BY a~ 08Y (x, y) I x=y + a~ T"'(x). (2. 7) 

Substituting (2.7) into (2.6), we find that T"'(x) in (2.7) 
is given by 

T"'(x) = - J d4y O",y(x,y)(y ID~ I O)gEoen {a~o en (y, z) I y=.}. 
(2.8) 

Thus (1. 3), (2.4), (2.7), and (2.8) lead to 

J d4y {(YID~ 10)1)~(y)}O",y(x,y) 

= J d 4y O",y(x,y)(y ID~ I 0) 1)~(y) +gE",BY 0BY(X, x) 

- J d 4y ° ",y(x, y)(y ID~ I O)gEoen {a~ 0cn(Y, z) I y=.}. 
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(2.9) 

With the help of identity (2.9), the left-hand side of 
(2.3) can be rewritten into the new form where the fac
tor 1)~(y) always operates on Ie) directly. Next we re
place this 11~ (y) I e) with the one given by (2.2). Then 
(2.3) are found to hold identically by noticing 

DYO ",.(x,y) - gEyoea~ {A~ (y) ° ",y(x, y)} 

=0",.04(X-y), (2.10) 

which we obtain from (1. 6). Identities (2.3) are the 
infinite number of generalized Ward-Takahashi identi
ties among off-shell Green's functions. 

In the following, we investigate the special case where 
the gauge fixing term A"'(x) in (2.2) is given by 

A"'(x) = 1~ a"A~(x). -c 

In this case, (2.2) can be integrated into 

[A~(x) - J d4x' D"P(x - x')[igj~ (x') + l1~(x') 

+ gE",BY a: 08Y(X',y) Ix,=y]1 el= 0, 

with 

(2.11) 

(2.12) 

D"P(x - x') '" (o"P - ca~a~ ~x) iAF(x - x'). (2.13) 

In the Appendix, we shall prove that (2.12) leads to the 
same Feynman rules as those prescribed by2 Feynman, 
DeWitt, Faddeev, and Popov. [c = 0 (c = 1) is the Feyn
man (Landau) gauge.] Substituting (2.11) into (2.3), we 
obtain the Slavnov identities 

o:A~(x) Ie) =i(1 - c) J d4y{(y ID~ I 0) 11~ (y no ",y(x,y) I e), 

(2.14) 

which are originally derived5 by the Feynman path inte
gral method. 

III. 'T HOOFT IDENTITIES 

With the help of Slavnov identities (2.14), we shall 
derive 't Hooft identities1 of three types A, B, and C. 

(Type A) We investigate the following Green's 
functions 

w{i'i «(3i,Pi), rl (aJ,xJ)}",[i'i T" (Pi;Yi~[n a:J! 
i=1 J=1 i=1 i J i=1 iJ 
xe{i'i «(3;, Vi,Yi); rl (aj, lJ.j,x), 

;=1 i=1 J 
(for m ~ 0 and n ~ 1), 

where 

et~1 «(31, V;,Yi); J~1 (aj, 1J.j, Xi)} 

'" (H I i'i A~~ (Yi) TI A:J (Xj) Ie\, 
i =1 • i=1 J 'J 

and E"(P) is the transversal polarization vector 
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(3.2) 

(3.3) 

(3.4) 
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xJ d4z{(EID~Ii;hl~(Z)}O"ne(Xn'Z)IG). (3.5) 

With the help of (1. 4a), we can move 1J~(z) in (3.5) to 
the left of all operators. Then, (1. 4b), (2.10), (3.1), 
(3.3), and (3.4) lead to 

wt~ ({3I,P j ); j~t (al>Xj )} 

and 

=-i(l-c) ~ 0"" 04(X n -x k )w{n ({3j,P j ); 

k=1 n k i=1 

nIit «(JIj,Xj)} (forn~2 andrn~O), 
J=t 

(Uk) 

w{flt ({3j,PI);(a,x)}=o (for m~O). 

(3.6) 

(3.7) 

In the following, we shall prove that (3.6) and (3.7) lead 
to 't Hooft identities (3.6) in 't Hooft's paper 7: In special 
cases, (3.6) and (3.7) give respectively 

W{;(CI!j, Xt )(Q!2, X2)}= - i(l- c)o" " 64(X2 - Xl), (3.8) 
2 1 

and 

W{;(a,x)}=o. 

By using (3.8), (3.6) can be rewritten into 

w{fi ({3I'P j ); r1 (aj, X j )} 
1=1 j=1 

Then we find from (3.7) and (3.10) 

W{i'i ({3.,Pi); r1 «(JIj,Xj)} = 0 (for odd nand m ~ 0) 
1=1 j=1 

and 

W{~1 «(3j,Pj); j~j «(JIj>Xi)} 

"' W{ri ({3j, Pi );}:0' W{;(aJ' X j)(a", x k)}· ... 
1=1 

(3.9) 

(3.11) 

X W{;(a j , Xj)(a m, xm)} (for even n(~ 2) and in ~ 0), 

(3.12) 

where 2;' is the summation over all n/2 pairs 
(j, k), ••• , (l, m) taken from (1,2, ..• ,n). For the foll,9w
ing discussion, we introduce new Green's functions G 
by 

Z1fi ({3i,Vj ,YI);r1 (Q!j,llj,Xj)} 
tl=1 J=I 
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=G{~ ({3j> vi,Yj); EI «(JIl> I1 j ,Xj )} 

- G{.n «(31' Vj,Yj);}:0' G{;(Q!j, I1j,X j )(a k , I1k,x k l) 
t=1 

x··· xG{;(a l , Ill' XZ)«(JIm'/.Lm,x m)}. (3.13) 

Then (3.12) can be expressed by 

w{n ({3j,Pj); r1 (aj,Xj)}=O (for evenn andm~O), 
i=1 j=1 

(3.14) 
- -

where W is obtained from (3. I) by replacing G with G. 
In the following, we shall reduce identities (3.11) and 
(3.14) to identities with respect to We, where we is 
obtained from(3. 1) by replaCing G with the correspond
ing connected part G e : We can easily prove by (3.9), 
(3.11), and (3.14) 

we
{; ~ (CI!l>Xj)}= 0 (for n::o 3). 

J=1 

Furthermore (3.7) and (3.9) give 

W e{({3, p); (a, xl)= O. 

(3.15) 

(3.16) 

With the help of (3.9), (3.15), and (3.16), we can find 
from (3.11) and (3.14) 

W{~l«(3j'Pi);El(aj'Xj)}=o (forll1~1 andn;:ooI) (3.17) 

by the following mathematical induction: First, (3.16) 
means that (3.17) is valid for iii =11 = 1. Next, we as
sume that (3. 17) is valid for any III and Il provided III 
+ II -s L. Under this assumption, we shall prove (3.17) 
for any 111 + n = L + 1. For this purpose, we investigate 
anyone of the identities (3~ 11) and (3.14) for IJ/ +n =L 
+ 1 (where m >- 1 and n 1). Since G (G) in (3.14) 
[(3.11)] has contributions from various disconnected 
Feynman diagrams, we consider anyone of them. The 
contribution in consideration can be expressed by the 
product of some We,s. In the case when there exists at 
least one we of type 11/ ? 1 and n ? 1, this We (for which 
nI + n <; L) identically vanishes by the assumption. In 
the other case, there necessarily exist We,s of type III 

=0. Among these We,s, there exists at least one We of 
type n = odd [even n (> 4)] for G (G), so that this We 
vanishes identically by (3.9) and (3.15). In conclusion, 
contribution from any disconnected Feynman diagram 
to TV (W) in (3.14) [(3.11)] vanishes identically for 
III +n =L + 1. Thus we have proved (3.17) for any /II 

+n=L+1. Q.E.D. 

From (AB) in the Appendix, we have 

Ge{;(a 1, 111,X1)(0'2, 112,X2)}= O"I",P"1"2(XI - X2) 

+ e.G{;(O' 1, Ill' XI )(a2' 112, Xz)}, (3.18) 

where e.G vanishes in the limit g = O. With the help of 
(2.13) and (1. 7), we find 

a:1 a:2 D"I"2(XI - X2) = - i(l- c)64(X j - X2)' 
1 2 

(3.19) 

Then (3.8), (3.18), and (3.19) lead to 

Xl >"2 A e{.( ) )}_ 0" 0" uG ,at, Ilux, (Q!2' 112,x2 =0, 
I 2 

(3.20) 

so that we obtain 
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XI x2 "'1"'2 ( )_ ( ) 
0l"10l"27TI"11"2 XI, X2 = 0, 3.21 

where 7T is the proper self energy correction. Thus, we 
find that 't Hooft identities (3.9), (3,21), (3.15), and 
(3. 17) hold for any value of c. 

(Type B) By using (1. 4a), (1. 4b), and the identities 
(3.5), we find the 't Hooft identities (6.12) in 't Hooft's 
paper': 

L~1 TVI(PI;YI~[fl U(qj'Zj~~1 i~IA~:(YI) 
x rl A:?(zJ o~A~(x) Ie) 

j=1 J 

=-i(1-C)[a Tv/PI;Y)[~ U(qj>Z) 
1=1 ~ J=I J 

(3,22) 

where the operator U has been defined by (3.3). 

(Type C) In Feynman gauge (c = 0), 't Hooft proved 
the unitarity of the S matrix, by using the identities 
(6.19) in his paper, 'He proved his identities (6,19) 
with the help of the identities which are graphically 
expressed by Fig. 1. 
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(3.23) 
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We refer the graphical meaning of (3.23) to 't Hooft's 
paper. ' In the following, we shall prove (3.23): First, 
we continue to transform the left-hand side of (3.23), 
as far as we can apply (3.22). The final result can be 
grouped into factors of the type 

[ i'i TVI(PI;Y)[ n U(qj;z} [A U(Sk; Vk) U(tk;wk)l U(r;x) 
1=1 J j=1 J k=1 J 

(3.24) 

where Q is the total antisymmetrization operation 
among (a, x), (01) v 2), • , , , (01, VI), which corresponds to 
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the fact that the Faddeev and Popov ghosts obey Fermi 
statistics. 1,2 In order to show the way we calculate 
(3,24), we consider for simplicity 

C~I T VI (P/;YI)] [fl U(qj; Zj)]U(S; v) U(t; w) U(r; x) 

X(HI a A~I(YI) rl A~j(Zj)[06C(V,w)a:A~(x) 
/=1 I j=1 j 

-O",c(X'W)o~A~(v)lle). (3.25) 

With the help of the Slavnov identities (2.14), (3.25) in 
the Feynman gauge c = 0 is found to be equal to 

[a Tv (P/;YI~[rl U(qj;Zj)] U(s;v)U(t;w)U(r;x) 
1=1 I J j=1 

X [i(HI i~1 A~: (YI) j~1 A:~(Zj)Ooc(v,w) 

X] d4u{(T I nUl" 18) 1)~ (u)}O,n(X , u) 

- {(a ,x) - (0, vn I e))' (3.26) 

Next, we move 1)~(u) in (3.26) to the left of all factors, 
by using (1. 4a), (1. 4b), and 

(3.27) 

where (3.27) can be derived from (1. 6). Then, (3.26) is 
found to be 

-ira T VI(Pi;Yi)l[ n U(qj;z) U(s;v) U(t;w) U(r;x) 
~=I J 1=1 J 
X[t (HI a A~i(Yi) n A:~(zj)o:kO",,. (X,Zk) 

k=1 i =1 I j=1 J k k 
(jtkl 

x OH(v,UI)le)-{(a,x)~(o,v)J] (3.28) 

in the following way: In order to derive (3.28), we have 
used (3.22) and the following formula: 

Ene",] d4u06n(v,u)0~O",c(U,UI) 

x{- OTea~ +gET,eA~(u)}O"'T(X,U) 
-Ene",] d4uO",n(X,u) a~ O",,(U,lO) 

x{_ OTeO~ +gET'9A~(u)}06T(V,U) (3.29) 

= - EnT ", ] d4u a~ ° ",c(u, U') a~ {O "'T(X, u) 0 6n(v, u)} 

+ g(Ene", ET,9 - ET9'" En,e) ] d4u ° O!T(X, u) 

XOon(v, u)A~ (u) o~O ",,(u, 11') 

= EnT ", ] d4uO"'T(X,U)06n(V,U) 

x{OU ° ",,(u, w) +gE""9A~ (u) 0~08'(U, w)} 

= EnT, 0O!T(X, w) 0on(v, w). 

In obtaining (3,31) and (3.32), we have used 
respectively 

(3.30) 

(3.31) 

(3.32) 

(3.33) 

and (1. 5). Then, the factor U(t; w) leads to the fact that 
(3.32) does not contribute to the right-hand side of 
(3.25). Q.E.D. 

By using (3.22) and identities obtained similarly to 
(3.28), the left-hand side of (3.23) is generally reduced 
to the right-hand side of (3.23). 
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IV. CONCLUSION AND DISCUSSION 

We have investigated Slavnov-'t Hooft identities in 
Mandelstam's formalism. Slavnov identities originate 
from the fact that auxiliary Green's functions in various 
gauges satisfy the same fundamental equation derived 
by Mandelstam. Since the infinite number of Slavnov 
identities have been obtained in concise and concrete 
form, we have been able to explicitly prove 't Booft 
identities of type C [i. e., (3.23)] which assure us of the 
unitarity of the S matrix. In the following, the identities 
(2.14) are shown to lead to the fact that the S matrix is 
independent of the value c: First, we have from (A8) in 
the Appendix 

a [] 1 r 4 d4 1 ag, a~ 1 A ( ') ac;WJ=-2jdx x IT" 2L.J.FX-X 

Xexp[i !d4Y{LI(Y) +Ln(Y)}] 

xJ!(x) ~(X') exp[t fd4Z d4z 1 J~ (z )D"v(z - z I)J~(Z ')]. 
(4.1) 

On the other hand, we have from (A8) 

+ f d4v d4w (07P - c aG~) t ~ F (x - v) 

X (oea - c aV: )t~F(XI - w) 

x exp [i f d 4y{L I(Y) + L n(Y)}] J~(v) .r:;(w) 

x exp[t f d 4z d4z I J~ (z) D"V(z - Zl) J~(z I)J. 
Then, (4.2), (2.13), and (1. 7) lead to 

(4.2) 

(IT"0~7+ 1 ~ c a~a~)(IT"' owe + 1 ~ c a~ at) J(x) ~~XI)W[J] 

=OBy(IT"O~w + 1 ~ c a~ a~) i04(x_X/)W[J] 

-.exp[i f d 4y{LI(Y) + Ln(Y )}] J!(X)~(X') 

xexp[t f d 4z d4z/~(z)D"V(z _ZI)J~(z/~. (4.3) 

The last term in the right-hand side of (4.4) can be cal
culated by (A2) and 

572 J. Math. Phys., Vol. 19, No.3, March 1978 

(4.5) 

which is derived from (2.14). With the help of (4.4) and 
(4.5), we can prove that the S matrix is independent of 
c, in much the same way as 't Hooft and Veltman did. 8 

APPENDIX: GENERATING FUNCTIONAL OF 
GREEN'S FUNCTIONS 

In this Appendix, we ascertain Mandelstam's state
ment that (2.12) leads to the same Feynman rules as 
those prescribed by Feynman, DeWitt, Faddeev, and 
Popov. For this purpose, we investigate the generating 
functional w[J] defined by 

x (H I i~1 A:;(X j ) IC). (A1) 

First, the equations (2.12) determining Green's func
tions are rewritten into the equation determining W[J], 
by using 

(H IA~(x)Ae(y)··· A~(z) I C) 

o 0 ••• _O-W[J]! = ~(x) ~ ~(z) J,O' 
(A2) 

The result is 

[ 
0 . f d4 'DVP( I){ ( 0 ax' 0 

OJ~ (x) - 19 x x - X E",/b' - OJ~(X/) " &P,'. (x') 

Ox' 0 0 x.O) 
+2 OJe(x') a" ~(x') - OJe(x /) ap oJ;'.(x ' ) 

- fd4X'DVP(X-X')J~(X') 

- gE",/b' ! d 4x' DVP(x - x') a~' 0 Sy(x', y) I x' =yJ W[J] = O. 

(A3) 

In (A3), OBY(X,y) isJhe operator obtained from Os,(x,y) 
(1. 6) by replacing A~(x) with o/OJ~(x). Equation (A3) 
can be solved as follows: We introduce WO[J] by 

Seichi Naito 572 



                                                                                                                                    

(A4) 

where 

and 

L n(x) '" i t-1-fd4
X 1 ••• d4xn r igEYo<8 " T~( ) a~t~F(X - xl)l 

n.on+1 L VU v x J 

X ~gE86' i'lJ!~Xl) a~1 tAF(Xl - X2)] x· .. 

X ~gE9'Y OJ~ ~Xn) a:
n 
tAF(xn - x)]. (A5) 

Then (A3), (A4), and (A5) give 

!d4X'D VP(X - x') J~(x') Wl[J] 

573 

== !d4X'DVP(x_ x') exp[- i! d4Y{Lz(y) + Ln(yn] 
x {- i f d4Z[J~(X'), L r(z) + L n(z)] +J~(x')} W[J] 

==exp[-i !d4Y{Lr(Y)+Ln(Y)}] OJ~(X) W[J] 
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== o.r:°(x) WO[J], (A6) 

so that we finally find 

(A7) 

In conclusion, we obtain from (A4) and (A7) 

x exp [t J d4xd4x' J~(x)D"V(x - x')J~(x')], (AS) 

which is the same as what is obtained by the Feynman 
path integral method. 4 
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On independent sets of basis functions for irreducible 
representations of finite groups 

Vojt~ch Kopsky 

Institute of Physics, Czechoslovak Academy of Sciences, POB 24, Na Slovance 8. 18040 Praha 
8, Czechoslovakia 
(Received 29 March 1977) 

Two theorems on bases of irreducible representations of finite groups are compared. It is stressed that 
their validity depends upon the functional sets for which they are formulated. The first theorem, which 
states that there are as many linearly independent (modulo the identity representation) sets of basis 
functions as is the dimension of the representation, is shown to hold only if the considered functional set 
constitutes a field. Otherwise, more such sets are necessary as shows the second theorem (extended 
Noether's theorem), which is limited to polynomial algebra. The second theorem seems to be more apt for 
explicit construction of functional bases. 

INTRODUCTION 

The first of the two theorems we want to discuss here 
has been formulated by Hopfield1

; it is also given to
gether with its proof as theorem 3.8.1 in the book by 
Lax. 2 The second theorem has been proven by us for 
finite abelian groups3; it holds, however, for any finite 
group as will be shown in a pending publication. 4 

It is suitable to discuss the matter in the language of 
covariants which we have borrowed from Weyl's book. 5 

Let A(G) = r(G;eJ be a group of linear operators on a 
linear space Ln (II finite) which, in a basis Zeit of L n, 

are expressed by matrices D(!{) of the corresponding 
matrix group r(G); /fE G are elements of an abstract 
finite group G of which A(G) and r(G) are faithful op
erator and matrix representations. Further, let 1lja) (x), 
i = 1 ,2, ... , a a (a a = dimr ,,) be a set of functions on Ln 
having the property 

A {If)0~")(x) =i5~f){lfHI~a)(x), (1) 

wherel/{If):jJ(x)= iHA{If-l)X) defin!!,s the action of group 
elements on functions of x E L n, D~f) {If) are the matrix 
elements of matrices of an irreducible representation 
r 0" (G) adjoint (reciprocal and transposed) to a certain 
irreducible matrix representation r 0" (G) of the equiv
alency class r". We denote the set by l/J(")(x) = (0~") 
x (x) , JI~"') (x), ... , <p~:) (x» and call it the r 0" covariant. 

Notice that, in a basis {e"ad} of Ln in which 
K na 

A(G)= cr· I-' roa(G;e"ad)' (2) 
0!=1 a=l 

the vector components x"ad of x = x"adeaa.i constitute 
the r o" covariants x~") = C'\:aa.l>X"a. 2 "'" x aa•o). The 
total number n" of these r 0" covariants equals the num
ber of times the irreducible representation of equiv
alency class r" is contained in A(G), O! = 1,2, ... , K 

runs the equivalency classes. 

INDEPENDENT COVARIANTS 

Theore m 1: There are precisely a" of r 0" covariants 
independent modulo the identity representation or, in 
other words, any r 0" covariant l/J(a) (x) is expressible as 

°a 
l/J(a) (x) =:0 F~l)(xhN")(x), (3) 

i::l 

where l/J fa) (x) are the a" linearly independent r 0" co
variants and Fil) (x) are invariant under 1/ (G). 

This theorem is an analog of theorem 3.8.1 by Lax2 

and its proof can be carried out in the same way if, 
instead of about spherical harmonics, we speak about 
polynomials in components of x. We reproduce here 
only the part of the proof which is essential for further 
discussion. 

Proof: The r 0" covariants can be interpreted as 
vectors of aa-dimensional vector space. Then for each 
x, for which the lji~a)(x) are linearly independent, we 
can determine the'values of F?) (x) as a solution of the 
a" linear equations (3). We can certainly find a" poly
nomial r o" covariants l/Ji")(x), which will be linearly 
independent. 6 Then the determinant t. (x) = Det Il/Jf") (x) I 
does not vanish almost everywhere and the solution 
F;l)(X) accordingly exists almost everywhere. As the 
last step it remains to be proved that these solutions 
are invariants for which we refer to Lax" 2 

Theorem 2 (extended Noether's theorem): There ex
ists a finite number of polynomial r 0" covariants pi") (x) 
such, that any other polynomial r Oa covariant p(") (x) 
is expressible as 

p(a)(x) = ~ Pi 1 ) (x)p(;,,) (x) , , (4) 

where p?) (x) are polynomial invariants. 

For the proof of this theorem we refer to our work 
on the extended integrity bases of finite groups. 3.4 The 
set of independent (modulo the identity representation) 
p ;a) (x) is called the linear integrity bas is of r Oa co
variants and all such sets together with the integrity 
basis of invariants are called the "extended integrity 
basis" associated with the typical" representation r o(G) 

= '1~:=lroa(G)· 

It is known, 8 that the polynomial invariants (r 1 co
variants) constitute a polynomial algebra 1\ with a finite 
integrity basis. Theorem 2 could also be equivalently 
formulated as follows: The space of polynomial r Oa co
variants is of finite dimension over PI or, there exists 
a finite number of linearly independent polynomial r 0" 

covariants modulo the indentity representation. 

Let us consider an arbitrary operator group A(G). 
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The covariants x!"') are linearly independent in the 
sense of Theorem 2. At the same time the number n", 
of these covariants is not limited; indeed, it is only 
the matter of the definition of A(e) and of L " Addi
tionally, there are many others r 0", covari.,;'nts of higher 
orders which are also independent in the sense of 
Theorem 2. However, in all cases there should be only 
CT" of independent roo< covariants in the sense of 
Theorem 1. 

There seems to be a contradiction between the two 
theorems; Actually they are addressing different 
problems. 

To make it clear, we have to realize that at different 
stages of the previous discussion we speak about dif
ferent kinds of linear independence. A rQ<x covariant in 
a certain point x is a <J,,-dimensional vector and there 
could be, of course, maximally <J" linearly independent 
vectors in a a",-dimensional space. Here we have, 
however, the vectors and the linear independence over 
the field of complex numbers in mind. On the other 
hand, formula (4) is connected with linear independence 
of covariants over the algebra of invariants. Finally, 
in Eq. (3) and in Theorem 1 we have also to specify 
what kind of independence we have in mind; this fails to 
be done in the proof by Lax. 2 As a result the following 
weak point appears in the proof of Theorem 1: Taking 
1Ji:") (x) (i = 1,2, ... , a",) as linearly independent (in the 
usual meaning of vector independence) polynomial roa 
covariants, we are able to express any polynomial r 0" 

covariant 1/1 ("')(x) as a linear combination (3) but, to do 
this, we must generally admit rational invariants. 

GENERAL FORM OF A COVARIANT 
Let us consider a set J of function on L which is a 

. n' 
lmear space closed with respect to e:.I/ (e)J = J 0 It is 
known that such space J has a basis whose elements 
are components of r 0", covariants. 5 The r 0", covariants 
themselves constitute Linear spaces) (a); for any linear 
combination 2, la;1P1 a ) (x) of r Q" covariants lPi"') (x) is again 
a r Oa covariant. Here a1 are the complex numbers. The 
number of basic r 0" covariants which allow to express 
any other roc> covariant as a linear combination depends 
on the definition of J. It is, for example, denumerable 
if J is the algebra of all polynomials, but the index i 
may also take values from a continuous set etc. 

On the other hand, the "linear combination" 2":1 FiB 
x (x)I/I}"') (x) of r 0", covariants, where F~l) (x) are from 
the subspace J (I) of invariants, is also a r 0" covariant. 
One is naturally tempted to consider J(o<} as a linear 
space, for which the coefficients of linear combinations 
are taken from J(1). However, the axioms of linear 
space require that the coefficients are elements of a 
field. 5 This is important for otherwise we can have a 
set of (n + 1) vectors related by a nontrivial linear equa
tion, yet no one of these vectors may be expressible as 
a linear combination of the others. 

Let, for example, pJ"'}(x), i=1,2, ... ,a beasetof 
linearly independent (almost everywhere) ;olynomial 
roo< covariants, p(,,) (x) any other polynomial r co-. Oc> 
varlant. The equation 

CI", 

A (x)rf")(x)=L)A (x)F(1)(x)p(")(x) 
~ 1=1 I> ii' 
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where A~(x)=Detlp~"'}(x) I, Ap(X)FP) (x) are polynomials, 
is a linear equation for (0" + 1) r o" covariants. Yet it is 
generally impossible to express any p(")(x} as a linear 
combination of pia)(x) remaining within the polynomial 
algebra for the F: l ) (x) are generaLLy rational functions. 

If J is an algebra, then J (1) is an algebra, if J is a 
field, then J (1) is also a field since the polynomial or 
rational functions of polynomial or rational invariants 
are again polynomial or rational invariants. Therefore 
in the latter case holds Theorem 1, whereas in the 
former case holds Theorem 2. 

It seems, that Theorem 1 provides a way of con
structing covariants of the general functional form. 
This is also somewhat stressed by Lax, Z when mention
ing the Noether's theorem8 and the integrity basis as a 
ground for construction of J (1). The integrity basis is, 
however, good just for constructing the polynomial in
variants, whereas to use Theorem 1 we need the ratio
nal Ones. To determine them we must proceed beyond 
the simple knowledge of the integrity basis. 

Let us show that the extended integrity basis provides 
a set of covariants from which we can embark in con
structing covariants at least in terms of functions which 
could be expanded as power series in XE Ln' We shall 
illustrate it on the simplest possible example of the 
group Czz = 2z . The group has two one-dimensional ir
reducible representations and its extended integrity 
basis is 

z xy 

xy 

As a carrier space Ln we took here the three-dimen
sional Cartesian vector space in which Cz. is under
stood as a crystallographic group. Notice that there 
are two r z co variants independent modulO the algebra 
of invariants. To pass from Theorem 2 to Theorem 1 
we have to use the fact that the ratios x/y or y/x or 
generally (ax + by)/(cx+dy) are invariants-then one 
r 2 covariant will suffice. 

The functions z, X:, y2, xy constitute the integrity 
basis of polynomial algebra P l' i. e. , any invariant 
polynomial in x, y, z is express ible as a polynomial 
in z, x2, y2, xy. The elements of this integrity basis 
are also polynomially independent, i. e., no one of 
them is expressible as a polynomial in the others 
(otherwise such polynomial would be redundant from the 
viewpoint of the integrity basis). There is, however, 
an algebraic relation between them: (xy)2 =X'y2 0 

Let us consider now an invariant function f (X, y, z) 
which can be expanded into power series. Collecting 
the terms in this expansion up to nth order we can ex
press the function as 

j(x,y, z) = PI (z ,x: ,y2) + xyP2 (z,X: ,y2) + terms of higher 

orders than n, 

where Pp P2 are polynomials of orders n, n - 2, re-
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spectively. In the limit we shall have 

I(x ,Y ,z) =11 v:,:0 ,y2) + XYI2(Z ,xZ,y2), 

where h, 12 are functions which can be expanded into 
power series. Any r 2 covariant will be expressed as 

xl (x ,Y ,z) + yl' (x ,y ,z) = XiI (z ,x2 ,y2) + Y/~ V: ,:0 ,y2) 

+ x2yI2(Z,:0, y2) + xy2/~(z ,x2 ,y2) 

=xg(z ,x2 ,y2) + yh(z, x2 ,y2). 

Quite generally, to get any r 0" covariant from a set 
J, it suffices to find a general form of an invariant. 
The covariants will then be expressed by (4), where 
instead of F1 I )(x) we have to write the general form of 
invariant. This approach has the advantage that the 
properties of functions I(x,y,z) can be easily correlated 
with those ofl1(z,X2,y2),f2(Z,:0,y2); the functions will 
be, for example, rational, analytic continuous etc. 
simultaneously. 
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Let us, in conclusion, mention that, for a special 
case of vector representations of the crystal point 
groups, the general functional form of invariants has 
been found by Doring9,l0 with use of another approach. 
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YJm .1l1=-J ••••• J· 

7V. KopskY, J. Phys. C 9, 3391. 3405 (1976). 
sE. Noether, Math. Ann. 77, 89 (1916). 
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Scattering theory for Stark Hamiltonians involving long
range potentials 

J. Zorbasa) 

Department of Mathematics. University of British Columbia. Vancouver, B. C.,Canada V6T IW5 
(Received 2 May 1977) 

A time-dependent and stationary scattering theory is developed for operators of the form H = Ho+ V, 
Ho = -~+E·x with Va long-range potential having the asymptotic form Vex) = O(JxI-I) as Ixi----+oo, 
0< 1<;, 112. 

I. INTRODUCTION 

The" modified" or "renormalized" wave operators 
n. corresponding to the self-adjoint operators H2 and 
Hi with Hi spectrally absolutely continuous are defined 
via the following strong limits 

n. = s-lim exp(iH2i) exp[-iHlt - iG(Ht> i)], (1. 1) 
t .. ±.o 

where G(Ht> t) is an appropriate self-adjoint function 
of Hi and t. For the particular choice of self-adjoint 
operators H1 = -.:l and H2 = - .:l + V the existence of 
renormalized wave operators with G(-.:l, t)"* 0 has 
been shownl - 6 for a general class of long-range poten
tials Vex) having the asymptotic form 

vex) =o(lxl-/), as Ixl- co, 0 <l ~ 1. 

In Sec. II of this paper we show the existence of re
normalized wave operators for a general class of 
Stark Hamiltonians: H2 =H =Ho + VI' HI =Ho = -.:l + E 
'xwith V1(x)=7Jlxl-/+Vs(x), 7JERl, O<l~tand Vs(x) 
satisfying condition A of Sec. II. For short-range 
potentials the spectral and scattering properties of H 
have been studied in detail by Avron and Herbst7 and 
Herbst. 8 In particular Avron and Herbse have shown 
the existence of wave operators W. (H, H 0) for po
tentials Vs satisfying A [note when the limits (1. 1) 
exist with G(Ht> t) = 0 we term the resulting limits wave 
operators and denote them by W.(HhHl)]' 

When G(Ht. t) can be chosen zero the resulting wave 
operators can be shown to have the following Rie
mann-Stieltjes integral representations 9-11 

W.(H2, Hi) = s-lim W • ., 
... +0 

(1. 2) 

j'-d H ±iE = ~E~ 2, II ., 
-~ 1\.- l±lE 

where E~2 and E~l are the spectral functions for H2 
and Hi respectively. The representations (1. 2) lead 
to Hilbert space versions9- 11 of the Lippmann-Sch
winger equations and to integral representations for 
the T operator. The derivation of (1. 2) is not valid for 
the renormalized wave operators with G{Ht. t) "* 0 
since in general exp[- iG(Hh t)] does not form a one
parameter group in t. 

One way to circumvent the above difficulties is to 
obtain the renormalized wave operators as strong 

a)Present address: Department of Mathematics, University of 
Alberta, Edmonton, Canada T6G 2Gl. 

limits of modified time-evolution operators nZ(t), 
i. e., 

il.7J! = s-lim nZ (t)7J!, 
t .. ±ecI (1. 3) 

nZ(t) = exp(iH2i)Z exp(-iH1t), 

with Z a densely defined operator and 7J! in a dense sub
set of the Hilbert space H. Under various assumptions 
on the domains of H 2 , HIt and Z stationary represen
tations similar to (1. 2) can be derived. The existence 
of operators Z such that (L3) is valid with H2 = - .:l + V, 
HI = - .:l has been shown l2

- 19 for a general class of long
range potentials. 

In Sec, III of this paper unitary operators Z / are con
structed such that the renormalized wave operators 
corresponding to H =Ho + VI> Ho = - .:l + E . x have the 
representations (10 3). The resulting time-dependent 
formalism is applied in Sec. IV to obtain a stationary 
scattering theory for Stark Hamiltonians involving long
range potentials. 

II. RENORMALIZED WAVE OPERATORS 

We will assume E = (to, 0, 0), to> 0, X = (x, Xl)' In 
general we follow the notation of Avron and Herbst. ? 

The following condition has been shown? to be suf
ficient for the existence of wave operators W.(H, Ho), 

H = H 0 + V, H 0 = - .:l + toX. 

A: V = VI + V2 where 

(a) VI E L 2(R 3 ) 

(b) (1 + X2)'NV2 E L 2(R3) for some N and for x ~ 0 

I V2(x) I ~ C(1 + IXll )n(1 + Ixi )"(n+l+<)/2 

for some n"" 0, E> 0, and constant C. 

The above condition excludes potentials having the 
asymptotic behavior V(x)=O(lxl- ' ) as lxi-co, 
0< l ~ t. The existence of renormalized wave operators 
for such long-range potentials is shown in the following 
theorem. 

Theorem 2.1: Assume V/(x)=7Jlxl-/+ Vs(x) where 
TIER 1 

, 0 < 1 ~ t, and V. satisfies ,,1. Let H be any self
adjoint extension of 

(Ho + V/(x» r C(j!R3p Ho = - .:l + EoX, (0) O. 

Then the renormalized wave operators 

n. = s-lim exp(iHt) exp[ - iHot - iG/(t)] 
t ":!CIO 

(2.1) 
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exist where 

(2.2) 

The case Ea > 0 considered in the above theorem dif
fers from Ea = 0 in several respects. For Eo> 0 Avron 
and Herbst' have shown that the functions GI(t) can be 
chosen zero for VI(x)=O( lxi-I) as Ixl - co, i < 1.,; L 
In contrast when Eo == 0 this is not possible. Furthermore 
for Ea > 0 the functions Gl(t) do not depend on Ha while 
for Ea == 0 the functions G( - A, t) depend explicitly on -A. 

Theorem (4.1) of Prugoveckiza shows that the re
normalized wave operators (2. 1) satisfy the intertwining 
properties 

exp(iHs)Q. =$1. exp(iHas),. s E RI. 

It follows from these relations that H t n.H are unitarily 
equivalent to Ho. Thus a .. c,(H) =a .. c, (Ho) = (- co, + co) 
[see Theorem (1.1) of ReL 7] where a .. c.(A) is the ab
solutely continuous spectrum of A. 

Proof of Theorem 2.1: Following the proof of 
Theorem 302 given in Ref. 7 we must show fJ(t) is 
integrable on [ta, + co) for some to> 0 and $E C~(R3) 
where 

fJ(t) = II {V I (X-Eat
2 , xi)-77E~lrZI}exp(iAt);/J" 

for 0 < l.,; i (we consider the case t> 0 only since t < 0 
is analogous). 

The function fJ(t) can be bound as follows: 

fJ(t).,; II(t) + 12 (t) + 13(t), 

where 

I I (t) == II v s(X - Eot2 
, xJexp( iAt);/J II , 

12(t) == 1771 II {[(x - Eot2)2 + I xl12]"1/2 

- E~lt-21}xct exp( iAt);/J II, 

13(0= 1771 II {[(X_ Eot2)2 + Ix l I2]-U2 

- E~lt-21}(1 - Xct)exp( iAt)W II, 

where Xct( I x I ) is 1 for (I xl .,; ct and 0 for I x I > ct. 

The proof of Theorem (3.2) given in Ref. 7 shows 
II(t) is integrable on [to, + co). 

The standard estimate (Ref. 9, p. 414) 

II exp( iAt);/J II ~.,; ct-3/2 

together with 

{[(x - Eot2)2 + I x1 I Z ]-fl2 - E~lt-21} 

leads to the following inequality 
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for some constant CI • There exists a to> 0 such that 

(x2 - 2xEot2)/E;f4 > - i for all t> ta and Ix I .,; ct. Thus for 
constants C2 and C3 

Iz(t).,; C2t-21-11/2{f dx(x2 _ 2xEat2)2}1/2 ~ C
3
t-ZI -I 

Ixl "'ct 

which is integrable on [ta, + co) for 1> O. 

The integrability of 13(t) follows immediately from the 
estimate [ReL 7, Eq. (3.9)] 

I [exp(iM);/J](x)I ~ DN (1 +x2 + [ztN 

valid for any positive integer N and I x I '" ct with c an 
appropriate constant depending on W. 

III. MODIFIED TIME-EVOLUTION OPERATORS 

The operator Ha = - A + EaX is unitarily equivalent 
[~ef. 7, Theorem (L 1)] to the multiplication operator 
Ha= IqI2+ EaX , IqI2=qi+q~, acting in L2(R 3, dqdx), 
Le., Ha=ujjau~lo 

We define the family of operators Z I acting in L 2(R 3
, 

dqdx) as follows: 

where W is the one-dimensional Fourier transform 

(ffib)(q, t) = 1. i. m. (2rr )~1/2 J 0': exp(ix' t);/J(q, x' )dx' (3. 2) 

for ;/JE L 2(R 3, dqdx') and U I is the multiplication opera
tor in L 2(R 3, dqdt) given by 

Theorem 3.1: Suppose that the renormalized wave 
operaotrs (2.1) exist with the real function G/(t) satis
fying 

(3.4) 

for almost all TERI and dGI(t)/dl a bounded continuous 
function of t. Then 

$1.=s-lim exp(iHt)Zlexp(-iHat) 
t .. :1: 00 

= W.(H, Ha)Z I =Z / w. (H ,Hol 
(3.5) 

where fla=Z/HoZjl, fl=Zj1HZ" and ZI=UZ/W 1
• 

Proof: Once the first equality in (3.5) is verified the 
second and third equalities follow immediately via the 
unitarity of Z /. 

In order to verify the first equality we must show for 
</JES(R 3

) 

limB(t)=O, 
t .. ±oo 

B(t) = II {exp[iHa t + iG/(t)]Z / exp(- iHat) - I}<f; II. 
The function B(t) can be bound as follows: 

B(t) ~ BI(t) + B 2(t) + B 3(t), 

where 

BI(t)= IIXR {exp[iIfa t +iGI(t)]i 1 exp(- iRat) -I}~III, 

B 2(t) = II (1 - XR )exp[illal + iGI(t) li / exp( -iRot)1/! II , 
B 3(t) = II (1-XR )wll, 

with XR (x) = 1 for Ix I ~R and XR(x) =0 for Ix I >R. 
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Integrating by parts yields 

B~(t) = (2rrtlf dqdX Ixl-2 Ij+"'dU (d eX;(-ixU)) 
Jrxr>R ~., U 

x exp[ - iGz(U/Eo + t)] (W<P) (q, U) 12 

~D f dxlxl-Z, ~Xl)R 
where the constant D depends on <p. Thus by choosing 
R large enough B 2 (t) and B 3(t) can be made arbitrarily 
small independent of t. 

To complete the proof we must show limt _ • .,B1(t) = 0 
for each fixed R where 

Bi(t) = (2rr )-1 f dqdx I .r:: dt' {exp [-iG z (!... + t) J1xr "'R Eo 

+ iGz(t)] - I} exp( -ixt' )(W<p)(q, t') 12
• 

It is straightforward to see that the limits t - ± "" can 
be take within the I' integral which via (3.4) shows 
lim t _ • ., B 1 (t) = O. 

Remark: The functions (2.2) are not unique since any 
real function Gz(t) which satisfies 

lim lI{exp[-iG z(t)+iG z(t)]-I}<p11 =0 
t-±oo 

yields the same renormalized wave operators as 
Gz(t). In particular the functions (2.2) in the definition 
of the renormalized wave operators can be replaced by 

( 1](t)E;l /21] log(l + t2)1 /2, 1 = i, 
Gz(t)=) (3.6) 

) Eoz1](1 + t2)(1-2I)/2 I t 1](t) 1 _ 21 ,0 < I < 2, 

where 1](t) is a real C., function such that 1](t) = 1 for 
t> 10 , to> 0, and 1](t) = - 1 for t < - to' The assumptions 
in Theorem (3.1) concerning Gz(t) are satisfied for 
Gz(t) given by (3.6). 

IV. STATIONARY SCATTERING THEORY 

A stationary two-Hilbert space scattering theory has 
been derived by Chandler and Gibson21 and Prugove~ki22 
for wave operators based on the modified time-evolution 
operators (1. 3) with HI and H2 self-adjoint operators 
acting in the Hilbert spaces HI and H2 respectively and 
Z is a bounded operator from HI to H 2' In order to ap
ply these results to the scattering problem considered 
in this paper we require the following technical lemma. 

Lemma 4.1: Assume dGz(t)/dt is a continuous bounded 
function of t, then Zz mapsLJ(Ho) ontoLJ(Ho)' 

Proof: For I/! c=: S(R3) we have 

(Hoi zl/! )(q, x) = (i iiol/! )(q, x) + (K\<p)(q, x) 

where 

Since dGz(t)/ dt is bounded we obtain for some constant 
(}I independent of <jJES(R 3) 

(4.1) 
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Since S(R 3 ) is a core for the closed operator Eo if fol
lows that for any 1>ELJ(Ho) there exists 1>n -1> as n - "", 
1> ES(R 3). Thus by (4.1), {iioi,1>J is Cauchy which im
pties i z1>ELJ(iio), i. e., Z z maps LJ(Ho)into LJ(Ho)' A 
similar argument shows Zi l maps LJ(Ho) into LJ(Ho) which 
verifies the lemma. 

For simplicity we assume in this section that H is 
self-adjoint withLJ(H)=LJ(Ho) (see Ref. 7, Corollary 
4.3). If Ln addition dGz(t)/dt is a continuous bounded 
function of t, i. e., by Lemma (4. 1), Z fJ (Ho) =LJ(Ho), 
then the results contained in Sec. 3B and 3C of Chandler 
and Gibson2I and Sec. 2 of Prugovecki22 are applicable 
to the renormalized wave operators (3. 5). We sum
marize these results in the following two theorems. 

Theorem 4.2: Assume H is self-adjoint with LJ (H) 
=LJ(Ho)' Furthermore assume the representations (3.5) 
for the renormalized wave operators are valid with the 
real functions G,(t) satisfying (3.4) and dGz(t)/dt a 
continuous bounded function of t. Then: 

(a) 

n.= s-lim W.~z, (4.2) 
e "+0 

(4.3) 

(4.4) 

(4.5) 

where V =HZ z - ZzHo• 

(c) 

(4.6) 

f '., 1 
n.=zz- w-limZz H . V*d~E~12 •. 

• - ,0 _., 0 - A ± lE 
(4.7) 

Theorem 4.3: Under the same assumptions as 
Theorem 4.2 the T operator T = 12;n_ - I has the fol
lowing stationary representations: 

(a) T=2i w-liml+"d~E~oV*12 (H E)2 2' (4.8) 
,-+0 _., - O-A +E 

XT([:\+/l+iE]j2)d"E~o (4.9) 

where 6,(/:3)= (E/rr)(i3 2 +E 2)'1 and 

Remarks: Due to the unitarity of Zz the results of 
Theorems 4.2 and 4.3 can be rewritten in various ways. 
For example, the operator (4.10) can be rewritten in 
terms of Ii. and fIo of Theorem (3.1) as follows: 
lows: 

T(z) = (z - Ho)(z - In-1(z - Ho) - (z - Ho) 
(4.11 ) 

When there are no long-range potentials present, i. e. , 
1] =0 then Zz =I and Theorems 4.2 and 4.3 provide a 

J. Zorbas 579 



                                                                                                                                    

stationary Hilbert space formalism for the wave opera
tors W.(H,Ho)' 
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Matrix element expansion of a spin wavefunction 
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An expansion of the wavefunction for a free, massive particle with spin is obtained in terms of the matrix 
elements for the unitary, irreducible representations of SL(2, c) by a method based on the theory of 
induced representations. It is further shown that this expansion is equivalent to the Shapiro integral 
transformation for the wavefunction. 

I. INTRODUCTION 

An expansion of the wavefunction for a free, massive, 
spinless particle in terms of unitary, irreducible 
representations (unirreps) of the Lorentz group was 
first obtained by Shapiro. 1 Later, Chou and Zastavenk02 

generalized this work so that it applied to arbitrary 
spin. The method used by these authors was to assume 
the existence of an integral transformation relating 
the wavefunction to elements of the support spaces of 
the unirreps of the Lorentz group. After obtaining an 
explicit form for the kernel of this transformation the 
expansion of the wavefunction was known, if it existed. 
There was no guarantee of this existence, however. 

Finally, Popov3 obtained this same transformation by 
a method which utilized the power of the representation 
theory of SL(2,c). 4,5 The essential merit of this 
approach is that the existence of the transformation is 
guaranteed. 

In this paper we will use the concept of a covariant 
projection, which derives from the theory of induced 
representations, 6,7 to obtain an expansion of the wave
function in terms of the matrix elements, relative to a 
canonical basis 1 of the unirreps of SL(2, c). In contrast 
to the expansions previously obtained, this results 
in a very compact form for the expansiono 

The method employed in this paper clearly shows 
that the expansion of the wavefunction is essentially 
a relation between representations of SL(2, c) which are 
induced by two different subgroups. This produces a 
neat, transparent derivation of the expansion of the 
wavefunction which utilizes current group theoretic 
techniques. 

We will also obtain the Shapiro transformation in a 
straightforward manner and in a form closely resembl
ing the form given in Ref. 3, thereby demonstrating 
the equivalence of our expansion to the Shapiro 
integral transformation" 

In Sec. II, we give a brief discussion of the irreduc
ible representations of SL(2, c), and we set up the 
formalism of covariant projections. In Sec. III, we 
establish the canonical basis and obtain a closed 
expression for the matrix elements. 

In Sec. IV, we apply the formalism to obtain the 
desired expansion of the wavefunction; and in Sec. V, 

we summarize our results. We derive the Shapiro 
transformation in an Appendix. 

II. COVARIANT PROJECTIONS 

The (left) regular representation of SL(2, c) is realiz
ed on the space L of square-integrable functions defined 
over the six-dimensional parameter space of SL(2, c). 
If FE L then the regular representation is given by the 
action of its operators on elements of L 

(1 ) 

The support space L decomposes into orthogonal sub
spaces Lnp which are irreducible under the action of the 
set {r(Z): l E SL(2,d}. The subspace Lnp supports the 
(n, p )th irredUCible representation (irrep) of SL(2, d. 
The labels nand p are associated with the eigenvalues of 
the two irreducible operators of SL(2, c). 

We define the (n,p)th irrep of SL(2,c) by the action of 
the set {r (l) : l E SL(2, c)} on elements cpnp(z, z*) of L np 
according to 

{r(Z)cpnp}(z, z*) = (b - (3z)~ (0* - (3* z*)t cpnp(z' , Zl*), (2) 

with the complex numbers 1) and ~ being given by 

1)=i(n+ip)-l, ~=i(-n+ip)-l, (3) 

and where z denotes either the complex parameter or 
the corresponding element of SL(2,c)'s subgroup 
Z = {z = (! 7): z E C}. In Eq. (2), Zl is the complex num
ber (az - y)/(b - (3z), with l = (: ~) being a typical 
element of SL(2, c). 

If n is an integer and p is a real number then Eq. (2) 
defines an irreducible representation of SL(2, c) which 
is unitary with respect to the scalar product 

(CP,Ij!)=(i/2)jdzdz* cp*(z,z*)Ij!(z,z*) cp,Ij!EL np ' 

Unirreps of SL(2, c) satisfying this criterion are known 
as representations of the principal series. 

There is another series of unirreps of SL(2,c), the 
complementary series, 5 which we will not be concerned 
with since the principal series is complete in the 
sense that the regular representation can be de
composed in terms of the principal series representa
tions except on a set of measure zero. 6 We will there
for obtain our expansion of the wavefunction wholly in 
terms of the principal series representations. 

To this end, the concept of a covariant projection will 
be essential. First however, let us define what we mean 
by a covariant function. 
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Suppose that H is some proper subgroup of SL (2, c) 
and that DT(H) is a representation of H. A function 
PeL is said to be covariant with respect to the rth 
representation of the subgroup H if it satisfies the 
condition 

P(llz) =DT(h- 1 )P(l) 

for all l E SL (2, c) and all h EO H. 

(4) 

Let M be the subset SL(2,c)/II so that any lEO SL(2,c) 
can be uniquely decomposed as l = mil with me M and 
h EO II. Hence, Eq. (4) implies the decomposition 

F(t) = DT(lI-l )/'(111), 

which defines r with l = mh. 

(5) 

The function F belongs to a subspace LT of L which is 
invariant under the action of the operator representation 
defined by Eq. (1). That is, 

(6) 

where rIm = m'hw ' with 111,1/1' EO M and hw E II. This 
defines a (generally reducible) representation of SL(2,c) 
which is said to be induced by the representation Dr(H) 
of the subgroup H. Equation (2) is an example of this 
construction with the subgroup 

K={k=G ~):O=A-I:A,~,OEc} 

as the inducing subgroup. 

Generally, a function FE L will not possess any 
particular covariance properties. However, given an 
arbitrary function F EO L we can construct a function 
Fr E L which is covariant with respect to the rth 
representation of H via the integral operator pr as 

P(l) = {.pr F((l) =' Jdzh Dr(h) F(lh). (7) 

In this, dzll is a left-invariant measure for the subgroup 
II. 

If H is compact then the integral in Eq. (7) is guaran
teed to exist, and the operator pr is idempotent. For 
this reason we refer to {pr F} as the covariant projection 
of the function F. If II is noncompact then we can modify 
F so that it is modulated by a bounded function with 
compact support on the subgroup II, which will 
guarantee the existence of the integral in (7).7 

III. MATRIX ELEMENTS FOR SL (2, c) 

It is essential to our purpose that we obtain a basis in 
the irreducible space Lnp which decomposes this space 
into orthogonal subspaces, each of which supports a 
unirrep of the unitary subgroup SU(2). That is, we want 
a basis {<t>::;,(z, z*)} in Lnp which satisfies the two 
criterion 

{r (l)<t>::;,Hz , z*) =6¢~fm'(z, z*)r;~m"sm(t), 

{r(u)<t>;:;,Hz, z*) =6¢;~,(Z, z*)D~'m (u) 

(8) 

(9) 

for u EO SU(2). Equation (8) defines the matrix elements 
r:fm,.sm(Z), relative to the basis ¢::;,(z,z*), of the 
(n,p)th irrep of SL(2,c). The ~'m(u) appearing in (9) 
are the usual matrix elements for the s'th unirrep of 
SU(2). A basis satisfying (9) will be an eigenbasis of 
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the square of the total angular momentum and its z-axis 
projection. 

The sum in Eq. (9) is over the index m' which runs 
the range - s, - s + 1 , ••• ,s. The sum in Eq. (8) is a 
double sum over the indices s' and m'. These indices 
run the ranges I ~n I, I tn I + 1 , . .. and - s, - s + 1 , ... , s , 
respectively. These limits on the summation indices 
are to be understood throughout this paper. 

The conditions embodied in equations (2) and (9) are 
sufficient to determine explicitlyB the form of the basis 
¢np(z, z*). It is 

,+,np( *) (1+*)ip/2-1n.< (-l( *» 'Ysm Z, Z == Z Z v--n / 2 ,m u z, z , 

where ll(z, z*) is the unitary matrix given by 

( *) (1 * )-1/2/1 - Z*) uz,z = +ZZ \z 1 . 

The various elements of the basiS ¢~~(z, z*) are 
orthogonal to each other, satisfying an orthogonality 
relation of the form 

(10) 

(11) 

Jdzdz* (1 + z* Z)Im(p) ¢:,;':,(z, z*) ¢;~(z, z*) 

2ni 
= 2s + 1 os's °m'm' 

(12) 

This relation can be directly verified using the ortho
gonality of the D'm'm(u), 

We can utiliz e this orthogonality, along with Eqs. 
(2) and (8), to obtain a closed form for the matrix 
elements. It is 

r np (l) = 2s + IfdZ dz* (1 + z* z)lm(p) ,+,*np(z z*) 
smtS'm' 2Tli ., '¥sm' ' 

X(O-i3Z)~(O* -f3*z*)~<t>;fm'(z',z'*), (13) 

where T] and ~ are defined in Eq. (3), and again where 
l = (; ~) is any element of SL(2, c). The transformed 
quantity z' is again given by the expression (az - 1')1 
(0 - f3z). 

When we restrict l to the unitary subgroup we get 

r~:;',s'm'(u) = oss,D~m'(u) (14) 

for uE SU(2), which is the block-diagonal form we 
sought. 

An arbitrary. element ¢np(z,z*) of Lnp can be expanded 
in terms of the basis (10) as 

,+,np(z z*)=6Anp,+,np(z z*) 
,+", sm'+'sm' , (15) 

where the A;~ are the appropriate complex expansion 
coefficients. The sum is again a double sum over the 
indices sand m. 

Conversely, the set of all such functions (15) forms 
the linear space Lnp. That the ¢::;,(z,z*) are complete 
in Lnp can be inferred directly from their definition in 
terms of the complete set of functions, D~'m(u). 

The complex coefficients A;:;' can be used to form a 
spinor (. .. ,A~, ... ) which corresponds to the function 
defined by Eq. (15). The set of all such spinors formed 
from functions in Lnp also forms a linear vector space 
which we will call the associated spinor space. 
This spinor space is clearly isomorphic to Lnp, and 
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therefore also supports the (n,p)th unirrep of SL(2,c). 
That is, the realization of the (n,p)th unirrep of SL(2,c) 
on the associated spinor space is given by 

Anp - A,np= ""rnp (l}Anp 
8m sm L....J sm,s'm' s'm'· (16) 

IV. EXPANSION OF THE WAVE FUNCTION 

The wa vefunction ~'~ (p) of a free particle with spin s, 
z-axis projection 111, nonzero rest mass m o, and four
momentum9 p transforms under a Lorentz transforma
tion l:p - f)' = lplt according to3

,10 

where lI w (l,p} is the Wigner rotation defined by 

u~l(l,p l= b-1(p') lb (p). 

(17) 

(18) 

In this, b (P) is the pure Lorentz boost from the rest 
frame of the particle to the rest frame of the observer. 
It has the representation b(P) = (p/mo)I/2 in terms of the 
Hermitian matrix p. Equation (17) defines a reducible 
representation of SL(2,c) which is induced by the 
subgroup SU(2). It is therefore a special case. 

From the wavefunction ~(P) we can define a function 

X(l)~ - (mol2rr2)~D''''m(u-l) <fm(p), 

with 1 = b (p)lI, U E: SU(2), and with CI' fixed. This function 
transforms according to the regular representation of 
SL(2,c) and has no manifest covariance properties. We 
can utilize a projection operator pnp, of the type defined 
in equation (7), to project out that part of x(l) which is 
covariant with respect to the subgroup K. That is, 

(19) 

where dlk' is a left-invariant measure for K, and t:;.np(K) 
is the representation of K given by 

t:;.np(k)=Ie-" Ie*-f, (20) 

7J, ~, and Ie having been defined earlier. 

Decomposing Ik' as b(P')u', u' E: SU(2), we can write 
(19) as 

Qnp(l)= - (mol2rr2)L] Jd 1h' t:;.np(k')D'",m(u,-l)It;"(P'). (21) 
m 

Now we factor from the right a matrix of the form 

(

eXP(iT/2) 0) 
T~ with TE: Re 

- 0 exp(- iT/2) 
(22) 

from lk'=b(p')u' leaving Ik=b(p')u, where k has real 
diagonal elements. The measure d;lz' becomes a 
product of measures dl '!. dT, and (21) becomes 

Qnp(Z}=- (l1101rr)L]Jrll~ t:;.np(~)D:'n/2,m(1!..-1)</J~(P') (23) 
m 

since the T integration gives 2rro_n / 2 ,,,,o,,,,m" In this equa
tion, the relation l~ = b(p')1!:. determines b(P') and !!.. 

Equation (23) is fundamental, and from it we shall 
derive an expression for the coefficients in the expan
sion of the wave-function. In the Appendix we shall de
rive the inverse Shapiro transformation from Eq. (23). 

If we take 1= z E: Z, Eq. (23) gives the projection of 
the wavefunction <J!'.n(p) into the space Lnp, Thus, the 
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function Qnp(z) transforms according to Eq. (2) under a 
Lorentz transformation. This is easy to demonstrate 
using the invariance of the measure rll~ . 

By parametrizing the rotation u as u(z', z'* )7', with 
7' and u(z',z'*) being given by Eqs. (22) and (11), 
respectively, we can make use of the identity 
u(z',z'*)=z'k(z',z'*), where 

(
1 - z'* ) k(z' z'*)= (1 + Z'*Z,)"1/2 , 0 1 + z'* z' , 

(24) 

to write lk=zk=b(p')u in the form b-1(P')z=z'k w with 
kw=k(z',z'*)i'~-l and-with l=zE: Z. Furthermore, since 

t:;.np(k (z' , z'*)) = (1 + z'* z,)!iP /2)-1 (25) 

we can utilize Eq. (10) to write (23) as 

Qnp(z)=_1_L]jd
3

P' t:;.np(k-1)rpnp(z' z'*)<f(p') (26) 
4rrmo m P~ w Sm' m , 

with l chosen to be z E: Z. To obtain this last equation 
we have also used 

-1 d3p' 
d1/Z=-4 2 -p' (27) 

- 1110 0 

which is calculated from z~ = b(P')1!..' 

Now Qnp is covariant with respect to the subgroup K. 
We can therefore choose l = z E: Z and expand Qnp(z) in 
accordance with equation (15) since Qnp(z) is an element 
of Lnp, Having expanded Qnp(z) in this manner we can 
use the orthogonality of the <I>;~(z, z*) to isolate the 
expansion coefficients. We obtain 

Anp =_I_;:!d
3P'{2S + 1/dZrlZ* (1 + Z*Z)Im(p) 

8m 4rrmo;: p~ 2rri ' 

X <I>:;P(Z, Z* )t:;.np(k~l )<I>~:;',(Z', z'*)} </J'm'(P')' (28) 

with b-1(P')z=z'kw ' 

Comparing Eq. (28) with Eq. (13) we see that the 
expression in curly brackets is the matrix element 
r:~,sm,(b(p»). Thus, we can write (28) in the final form 

Anp - _1_ ""fd3 P rnp (b(» ,Ii' ( ) (29) 
Sm - 4rrm 7;! P sm,sm' p ~m' P . 

o a 

This equation gives us the recipe for calculating the 
projection of the wavefunction onto any of the irreduc
ible subspaces Lnp' It is particularly important to us 
because our expansion of the wavefunction will contain 
the A;:;' as expansion coefficients. 

To obtain the expansion of the wavefunction we pro
ceed in a less direct fashion than we did above. Using 
the function Qnp(ll defined by Eq. (19) we form the 
function 

(30) 

which is covariant with respect to SU(2). In this, du' 
is an invariant measure over SU(2), and the D'm",(u') are 
the usual SU(2) matrix elements. The index a will again 
be fixed to the value - n/2 by an integration over the 
z-axis rotations. 

Using the wavefunction fm(P) we can define another 
function 

(31) 
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with l=b(p)u. This function is also covariant with 
respect to SU(2). 

Now x~ and {~a:Qnp} both transform according to the 
regular representation of SL(2, c) and they are both 
covariant with respect to the sth unirrep of SU(2). 
Hence, X;"(b(J'J)} and {p'ma: Qnp} (b(p)} both belong to the 
unitary, reducible subspace Ls defined by Eq. (17) so 
that a mapping from one to the other must exist. 

The covariance properties of X'm and {p'm"Qn p} with 
respect to SU(2) and the Lorentz covariance of the 
mapping restrict the mapping to the form 

X'm(b(p» =6 I dp anp{p'm" Q"PHb(p», 
n 

(32) 

where the constants a np are the undetermined part of the 
kernel of the mapping. 

Since the regular representation of SL(2, c) is unitary, 
the expansion (32) need only include the unitary, non
equivalent representations of the principal series. 
That is, 2:n f dp is restricted to the range n E: Integers, 
pE: Reals with PE (0,00). 

Using (30) and (31) in (32) we get the relation 

(33) 

between the wavefunction and its irreducible compon
ents. This relation is fundamental, and from it we shall 
obtain the expansion of the wavefunction interms of the 
matrix elements (13). In the Appendix we shall derive 
the Shapiro transformation from Eq. (33). 

To evaluate the u' integration in Eq. (33) we para
metrize u' as u'=u(z',z'*)T'=z'k(z',z'*)T', where T' 
and k(z', z'*) are given by Eqs. (22) and (24), 
respectively. This parametrization transforms 
b(P)lI'=zk (which defines z and k) into b-1(p)z=z'k w 

with "w = k(z' ,z'* )T'k- 1 so that (33) becomes 

ct'm(P) =6 ldp anp J du(z' ,z'*) dT' U m" (u(z', z'* )T') 
n 

(34) 

To write this equation we have utilized the covariance 
of Qnp. 

The T' integration can be performed directly, g1Vmg 
21T6",_n/2' and the parametrization u' =u(z' ,z'*)T' gives 

dz'dz'* 
du(z' ,z'*) = 4rr2i(1 + z'* Z,)2 (35) 

by the usual method. Using this, along with Eqs. (25), 
(10), and the expansion (15) for Qnp we can bring (34) 
into the form 

x ¢:~P(z', z'* )Anp("W>¢;~m' (z, z*), 

with b(P)z'=zk;;. 

(36) 

Finally, invoking Eq. (13) for the matrix elements 
[with Im(p) = 0] gives the desired expansion 

<P'm(P) =6 I dp(2s + 1)-l a nP6 6 r;;" s'm,(b-1(p »A~~rn' . 
n s' m' ' 

(37) 

This expansion, as well as the expression (29) for the 
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expansion coefficients, is Lorentz covariant. This is 
easily demonstrated using Eqs. (16) and (17). 

To calculate the a np we eliminate lP",(p) between Eqs. 
(29) and (37). This gives the orthogonality condition 

f d
3
P [anp 

] p. Fa 4rrmo(2s + 1) r~~".s'm,(b-l(p»r;~:.m..(b(p» 
(3B) 

= 6nn , b(p - p')O,.,6 mm" 

from which a lengthy calculation leads to the result 

a np = (n2 + j.i)/ 411m o' (39) 

For the details of this calculation see Ref. 2. 

V. CONCLUSION 

We have shown that by relating functions that trans
form according to representations of SL(2, c) which are 
induced by two different subgroups we can obtain an 
expansion of the wavefunction for a free, massive 
particle with spin s in terms of the matrix elements 
for the unirreps of the principal series of SL(2, c). This 
expansion, which is given explicitly by Eqs. (37) and 
(39), is obtained by means of a mapping in the space 
of SU(2)-covariant functions. Its inverse, Eq. (29) for 
the expansion coefficients, is obtained by projecting out 
that part of an SU(2)-covariant function which is 
covariant with respect to the subgroup K. In the 
Appendix we have shown that these equations are equi
valent to the Shapiro integral transformation [Eqs. 
(A6) and (AB)] for the wavefunction. 

Our equations have several advantages over the 
conventional form of the Shapiro transformation. One 
advantage is that our equations do not involve an 
integration over SU(2). Another advantage is that they 
are expressed in terms of more concrete quantities 
than are Eqs. (A6) and (AB); namely, the matrix 
elements as opposed to the elements of the irreducible 
spaces. 

These things lend our equations a very compact and 
symmetric appearance with the advantage that all of 
the momentum dependence is grouped together in the 
matrix elements. 
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APPENDIX 

In Sec. IV, we obtained the expansion (37) and 
its inverse (29) from Eqs. (33) and (23), respectively. 
Here we will show that Eqs. (33), (23), and (39) 
comprise the Shapiro integral transformation for the 
wavefunction of a free, massive particle with spin s. 

We begin with Eq. (33) in which we let b(P)u'=uk, 
which defines u and k to within a rotation of the form 
(22). This gives 
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where we have used Eq. (39) for the Q"p. We now 
utilize the covariance of Q"P with respect to the sub
group K, and we set Q' = - n/2 to obtain 

<P'm(P) =~ fdP[ n~;:: ] fdU' D~._"/2(U')t."P(k-l)Q"p(U). (A2) 

The relation b(P)u' ==-uk gives the results 

du' = {(Po - P . N)/ rno}-2du (A3) 

and 

t."P(k- 1) = exp(inT/2){(Po - p. N)/rnoY-<iP/2 l (A4) 

with u' = uT and with 

N'" {- 2Re(uv), 2Im(uv), u*u - v*v} 

being the unit vector obtained by rotating the z-axis 
vector {O, 0, I} with the rotation 

U = ( u * V*)E SU(2). -v u 

(A5) 

Using these results, Eq. (A2) is readily manipulated 
into the form 

xnsm._"/2(~) Q"p(u). (A6) 

To obtain the inverse to this we set 1 ==u in Eq. (23) 
to get 

Q"p(u) = - (mohT)~ f d l !:. t."P(~)~"/2.m(1:!..-lWm(P) (A 7) 

with b(P)1:!..==ul!.: utilizing Eq. (A4), along with 

-1 d3p 
dk-----' 
1-- 4m~ Po 
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we bring (A7) into the desired form 

Q"P(u) ==_1_6fd
3P{(Po - P 'N) }(iP/2l-1 

41Tmo m Po rno 

x~"/2,m(1:!..·lWm(P). (A8) 

Equation (A6), together with its inverse (A8), 
comprise the Shapiro integral transformation in a form 
similar to that given in Ref. 3. 
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Various sets of conditions are presented which a reasonable theory might be expected to satisfy. in 
attemptmg to explain the interaction of the gravitational and electromagnetic fields. It is shown that each 
of these sets leads inevitably to the Einstein-Maxwell field equations. Attention is also drawn to the fact 
that these equatIOns must be modified if it is furthermore demanded that Maxwell's equation in flat 
space-time be an exact solution of them. 

1. INTRODUCTION 

It is well known that, in regions devoid of sources, 
the interaction of the gravitational and electromagnetic 
fields (characterized by a metric tensor 0- • . and a co-htJ 

variant vector Vi, respectively) is assumed to be 
governed by the Einstein-Maxwell field equations 

a(;ii = b[FihFi
h -t gii(FrsFrJ] 

and 

Fhi Ij = 0, 

where 

(1. 1) 

(1. 2) 

(1. 3) 

and a, I), are constants. Here Gii is the Einstein tensor, 
the vertical bar and comma denoting covariant and 
partial differentiation respectively. It is also well 
known1 that the identity (1. 3) is equivalent to 

(1. 4) 

so that the full set of the Einstein-Maxwell equations 
is either (1. 1)- (1. 3) or (1. 1), (1. 2), and (1. 4). This 
system of equations is to be solved for the pair 
(gij,F ab ) subject to appropriate boundary conditions. 

In flat space-time, io eo, when 

(~ij) = (lJu) = (~
1 

-: 
1 -~ 1 ~) 

° ° ° 1 

(1. 5) 

it is obvious that (1.2) and (1.3) lor (1.4)] reduce pre
cisely to Maxwell's equations, these being experimen
tally confir med to a high degree of accuracy. Indeed, 
it is for this reason that (1. 2)- (1. 4) have been pro
posed as acceptable field equations in curved space
time.' Although the justification for (1. 1) does not 
enjoy a similar firm experimental foundation, there 
exist a variety of mathematical arguments3 in support 
of it, perhaps the primary one being based on the 
identity 

[aC ii - b(FihFi h - ,;giiFrsFrs)]li 

= bFihFhi Ii + (b/4)giiEhikeFkeEhabc Fable' (1. 6) 

which clearly indicates that the divergence of (1. 1) 
vanishes whenever Maxwell's equations (1. 2) and (1. 4) 
lor (1. 3) I are satisfied. ,I 

However, although it is true that if gii=lJij then 
(1. 2) and (1. 3) reduce to Maxwell's equations in flat 
space-time, it is also true that the system of equa
tions (1.1)-(1. 3) does not reduce to Maxwell's equa
tions in flat space-time unless b = 0. More precisely, 
the pair (lJu, F ab ), where Fab is a nonzero solution of 
Maxwell's equations in flat space-time, is an exact 
solution of (1. 1)- (1. 3) if and only if b = 0. [This is 
verified by substituting (1. 5) in (1. 1) and deducing that 

b[FihFih_ tlJiJ(FrsFrsl]=O, 

from which it can easily be shown5 that either b = ° or 
Fi} = 0.] Consequently, if we demand that the experi
mentally verified Maxwell's equations be an exact solu
tion of (1. 1)- (1. 3) in flat space-time, then (1. 1) 
reduces to 

G ii =0, (1. 7) 

and the electromagnetic-gravitational interaction would 
then be governed by (1. 7), (1. 2), and (1. 4), L e., there 
would be no electromagnetic contribution to the gravi
tational field equations. The sel of Eqs. (1. 7), (1. 2), 
and (1. 4) u'e shall call the 1Il0dified Einstein-Maxu'ell 
equations. 

In this paper we seek alternative equations to (1. 1)
(1. 4), which are to be obtained from reasonable as
sumptions. Here five different approaches are taken 
to this problem, and we arrive at the same conclusion, 
viz., reasonable assumptions lead inevitably to the 
Einstein-Maxwell equations (with cosmological term). 
Consequently, if to these reasonable assumptions is 
added the condition that the corresponding field equa
tions should admit Maxwell's equations in flat space
time as an exact solution, we would be forced to con
sider the modified Einstein-Maxwell equation So G As 
far as we are aware, there is no classical experimental 
evidence, either in support of or in conflict with, the 
Einstein-Maxwell equations, whether modified or not. 

2. APPROACH 1 : ALTERNATIVES TO (1.11. 
RETAINING (1.2) AND ASSUMING (1.3) 

In this approach we shall seek an alternative equation 
with which to replace (1. 1), while still retaining (1. 2) 
and (1. 3). In order to attempt to find such an equation, 
to be provisionally denoted by 

(2. 1) 
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we shall be concerned with the following problem. To 
find all tensor densities Bii satisfying: 

(a) Bii is a concomitant of gab (and its first and 
second partial derivatives) together with F ab , i. e. , 

Bli =BlJ(gab;gab,c ;gab,cd; F ab ), 

where Fab is defined by (1. 3); 

(b) Bii is symmetric, 1. e. , 

Bli =BJi; 

(2.2) 

(2.3) 

(c) The divergence of Bii vanishes whenever 
Maxwell's equations (1. 2) and (1. 3) are satisfied in the 
sense that 

(2.4) 

where a ih is an unspecified tensor density for which 

(2.5) 

The motivation behind (2.2) is (1. 1), while (2.3) is 
motivated by the fact that the "Einstein equation" (2.1) 
is usually assumed to be symmetric. Condition (2.4) 
is motivated by comparison with (1. 6), while (2.5) is 
suggested by (2.2) and (2.4). 

We introduce the two tensor densities 

GBii Bli Bi;;ab,cd= ___ and BiJ;ab _ _ G_ 

agab,cd ' - aFab' 

which will then satisfy the following identities': 

Bii;<ib,cd =Bii;ab,cd =Bl};ba,cd =Bii;ab,dc=BiJ;cd,ab, 

Bii;ab,cd + BiJ;ad,bc+Bij;aC,db =0, 

(2.6) 

These identities will be used frequently in the sequel 
without specific mention. 

When written out in full, Eq. (2.4) reads 

Bii;ab,cd <T + 2Bii;ab,/, , 
(~ab, cdj '+"a,b) 

= aihgik[iJ!h,ki -iJ!k, hi - r h'JFak - rkJF ha]' (2.7) 

If we differentiate (2.7) with respect to iJ!r,st we find 

Bit;rs + Bis; rt =: airg st _ taisg rt _ taitg rs • (2.8) 

In (2.8) we interchange i with s, and i with t to obtain 

Bst;rl + Bsl;rt =:aSrg it _ tasig rt _ tastg ri (2.9) 

and 

(2.10) 

Adding (2.8) and (2.9) and subtracting (2.10), we see 
that 

2Bis;Tt =airg st + asrg it _ atrg si + t(a tl - ait)gTS 

+ t(a ts _ ast ) grl _ D1sg rt, 

(2.11) 

where 
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In view of the fact that the left-hand side of (2.11) is 
skew-symmetric in rt we thus have 

Dirgst + DSTg it _ 2Dtrg si + DUg rs + Dstgrl _ 2Di sgrt = 0, 

from which it is easily shown that 

Dis=O, 

i. e. , 

From (2.11) and (2.12) we thus find 

If we multiply (2.13) by gri we see that 

(2.12) 

(2.13) 

(2.14) 

from which, by (2.2) and (2.5), we conclude that a ii is 
independent of gab, Cd., 1. e. , 

By virtue of the fact that 

a(B is;rt) 
BisiTtiab == ==Bis;ab;rt 

aFab ' 

it is easily established from (2.13) that 

aiT;abgst + O'sT;abgit + art;abg51 + ati;abgTS + ats;abgri 

= aia;rtgsb + asa; rtg ib + aab;rtg 5i 

where 

iT' ab aa
iT 

a . ---- aF
ab 

• 

If we introduce the tensor denSity 

and multiply (2.16) by gst, we find 

(2.15) 

(2.16) 

(2.17) 

By multiplying (2.17) by gib and grb we may conclude 
that 

where X is a scalar density and 

A = A(gab ; gab,c; gab. cd; F ab ). 

When (2.18) is substituted in (2.17) we see that 

(2.18) 

3a ir ;ab + aia;b r + abi;ar + aab;ir = X(gbrgai _ garglb). (2.19) 

In (2.19) we cycle on a b i to find 

(2.20) 

If we substitute the right-hand side of (2.20) into the 
left-hand side of (2.19), we then have 

(2.21) 

In (2.21) we interchange a and i, and add the resulting 
equation to (2.21) to find 

(2.22) 
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In (2. 22) we interchange i and r and subtract the re
sulting equation from (2.22) to find 

A comparison of the latter equation with (2.21) shows 
that 

aaijbr == abr;ai, 

which by (2.20), implies 

a iaj br + abi; ar + abr; ia == o. (2.23) 

When (2.23) is applied to (2.19) we have 

(2.24) 

In view of the fact that 

il ( ir;ab) 
air;ab;cd== ~ __ ==Ciir;cd;ab 

2Fed ' 

it is easy to show that (2.24) implies that 

~-O 
2Fab - , 

i. e. , 

(2.25) 

By virtue of (2.25), Eq. (2.24) may be integrated to 
yield 

OI ir = %"AF ir + f3 ir , 

where (3ir is a tensor density satisfying 

f3ir = _ Wi, 

and 

(2.26) 

(2.27) 

(2. 28) 

We now return to (2.7) and differentiate it with re
spect to gab,edjl noting (2.15), to find 

The latter equation, together with (2.3), implies in the 
usual way,8 that 

and 

(2.30) 

From (2.29) it is clear that 

(BiJ; rs; tu;ab, cd + Bid; rS; tu; abtj c + B ic; rs; tu;ab,dj) gir == 0, 

which, by (2.14), (2.25), (2.26), and (2.28), implies 
that9 

\=a,[j, (2.31) 

where a is a constant. From (2.29) it is also clear that 

(Eii; rs; ab, ed + Eid ;rs; ab,}e + Eie;rs; ab,d i ) gir = 0, 

which, by (2.14), (2.26), and (2.31), gives rise to 

(2.32) 

However, in view of (2.28) and the fact that f3ii is a 
tensor density, (2.32) is equivalent10 to 

(2.33) 
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Elsewhere,11 it has been shown that (2.27), (2.28), 
and (2. 33) imply that 

j3ii = O. (2.34) 

From (2.26), (2.31), and (2.34) we finally find 

OI ii=bJgFii, (2.35) 

where b is an arbitrary constant. 

We now introduce the tensor density 

Aii =Bii +bfg[FihFi
h _ igii(FabFab»)' (2.36) 

It is clear that A it is a tensor density for which 

Aii =AIjC~'ab ;gab,e;gab,ed; F ab ), 

Aii =Aii, 

(2.37) 

(2.38) 

and, by virtue of (2.4) and (2.35), 

Aii Ii = O. (2.39) 

Differentiation of (2.39) with respect to 1J!.,be [compare 
(2.2), (2.4), (2.7), (2.8) with (2.37) and (2.39») yields 

which, together with (2.38), implies 

i. e., 

Aii =Aii(gab ;gab,e ;gab,ed)' (2.40) 

However, all tensor densities satisfying (2.38), (2.39), 
and (2.40) have been constructed,12 the result being 

(2.41) 

where a, c are constants. A comparison of (2.41) with 
(2.36) establishes the following 13 theorem. 

Theorem: The only tensor density which satisfies 
(2.2)-(2.5) is 

Eii =aVgCii +cVg gii _ b vg[FihFih - igii(FTSFrs»). 
(2.42) 

Consequently, (2.1), (1. 2), and (1. 3) are the 
Einstein-Maxwell field equations (with cosmological 
term). 

3. APPROACH 2: ALTERNATIVES TO (1.1), 
RETAINING (1,2) AND ASSUMING (1.3) 

Some authors14 have suggested that the energy
momentum tensor should be asymmetric which would 
be inconsistent with (2.3). Guided by this observation 
we shall again seek an alternative to (1. 1) [while still 
retaining (1. 2) and (1. 3»), to be denoted by 

(3. 1) 

where eii is a tensor density satisfying the following 
conditions: 

(a) e ii =eii(gab ;gab,e ;gab,ed; F ab), 

where F ab is defined by (1. 3); 

(b) eiJ'i=\ihF/'i 

and 
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where Xi \ /lih are tensor densities, unspecified except 
for the conditions 

and 

If we introduce the tensor densities: 

Bii = t(eii + eJi), Dii = t(e i } _ eii), 

(l'ih = t(Xih + /l ih), (3ih =: t(Xih _ /l ih) 

(3.5) 

(3.6) 

(3.7) 

we see that (3.2)-(3.6) imply that Bli and (l'ih satisfy 
(2.1)-(2.5), in which case Bii and a ih are completely 
determined by the theorem of Sec. 2. The problem of 
determining eiJ satisfying (3.2)-(3.6) thus reduces to 
finding all Dii satisfying 

Dii =DiJ(gab ;gab,c ;gab,cd; F ab ), 

DiJ =_ Vi, 

DiJ Ii = {3ihF / Ii , 

where (3ih is a tensor density and 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

In a manner similar to that from which (2.8) was ob
tained from (2.2)- (2.5), we find from (3.8)- (3.11) 
that 

(3.12) 

We now consider the tensor density E Wh defined by 

(3.13) 

By virtue of (3.2) and (3.9) it is easily seen that 
Eiikh is totally skew-symmetric in ijkh, in which case 

(3. 14) 

where Y is a scalar and 

(3. 15) 

However, (3.13) can also be expressed in the form 

Eljkh = 6Di i;kh + (Dki;Jh + Dhi;ik) 

+ 3 (nhi; ki + DJi; kh) + (nik; ih + DJi: kh) 

+ (Vh;ki +Vi:kh) + (nkh;1i +Dih:ki). 

To each of the terms in brackets on the right-hand side 
of the latter equation we apply (3.12) to find 

6Dii ;kh = EiJkh _ t g hk{3ii + t gJk({3hi _ 4{3lh) + ~ gJh{3lk 

+ tgki(3{3ih _ 213M ) _1{3Jkghi + t{3hkg Ji. (3.16) 

Multiplication of (3.16) by gjh, attention being paid to 
(3.14), leads to 

6gJh Dii;kh = (13{3ik + {3ki + (3g ki)/2, 

where 

{3=giJ{3IJ =:(3(gab ;gab,c ;gab,cd ;gab,cd.; F ab ). 

However, from (3.12), we see that 

6gJh DiJ: kh = 9j3lk , 

which, when combined with (3.17), gives rise to 
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(3.17) 

(3.18) 

{3lk = t j3g ik • 

From the latter, (3.14) and (3.16), we thus have 

6Dii;kh =YEiJkh + %(3(gihglk _ gikghl). 

In view of (3.8) and the fact that 

(3.19) 

it is not difficult to show that (3.15), (3.18), and (3.19) 
imply 

(3.20) 

and 

Y = y(gab ; gab, c; gab, cd)' 

By virtue of (3.19) and (3.20), (3.10) now implies 

which when applied to (3.19) and (3.20) gives 

(3=8K/g, a =12T, 

where K, T are arbitrary constants. Substitution of 
(3.21) in (3.19) and integration thus yields 

DiJ - 1 TElikeF + l. K{7;gF IJ +EiJ -6 k. 4 , 

where EiJ is a tensor density, 

EIJ =EiJ(gab ;gab,c;gab,cd)' 

EiJ =_ EJI, 

and 

(3.21) 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

the latter following from (3.10), (3.19), (3.21), and 
(3.22). However, (3.23)-(3.25) imply15 that 

EiJ =0, 

in which case (3.22) reduces to 

DiJ =2T€IJkhFkh +2K .fgFiJ. 

Weare now in a position to prove the following 
theorem. 

Theorem: The only tensor density eii satisfying 
(3.2)-(3.4) is 

e ii =a /g CiJ + c/gg li - bvg[FihFJ h 

_1.gIJ(FrsF )] + TEiJkhF +K";-;;gFiJ 
4 rs kh • 

(3.26) 

(3. 27) 

Furthermore, the field equations (3.1), (1. 2), and (1. 3) 
are equivalent to the Einstein-Maxwell field equations. 

Proof: Equation (3.27) is an immediate consequence 
of (2.42), (3.7), and (3.26). Thus we need only show 
that (3.1), (1. 2), and (1. 3) are equivalent to the 
Einstein-Maxwell field equations. 

From (3.7) we see that (3.1) is equivalent to 

Bii =0 (3.28) 

and 

(3.29) 

Equations (3.28), (1. 2), and (1. 3) are clearly equivalent 
to (1. 1)-(1. 3) so we restrict our considerations to 
(3.29), which, by (3.26) implies that 
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TE IJkhFkh = - KVgF ij. (3.30) 

If we multiply (3.30) by Fij and observe the identity16 

we find 

~O!(TEabCdFab F cd) = - K Vg F ii F ei , 

from which we deduce that 

Substitution of the latter in (3.31) implies that 

K Vg[FiiFei - ~o!(FabFab)] =0, 

from which we conclude that 

K=T=O 

(3.31) 

(if FiJ is not identically zero) in which case (3.29) is 
identically satisfied. 

4. APPROACH 3: ALTERNATIVES TO (1.1). 
RETAINING (1.2) AND (1.4) 

As has been pointed out elsewherel1 the existence of 
magnetic monopoles would have a drastic effect on the 
equivalence of (1. 3) and (1. 4), because, in the presence 
of sources, (1. 1), (1. 2), and (1. 4) are all augmented 
by appropriate source terms. Under these circum
stances, (1. 3) is no longer a consequence of the 
augmented (1. 4), which immediately implies that we 
cannot infer the existence of a vector field I/!i for 
which (1. 3) is valid. 

Guided by these comments we shall again seek an 
alternative to (1.1), to be denoted by 

(4.1) 

where Hii is a tensor density satisfying the following 
conditions: 

(a) HiJ =HiJ(gab ;gab,c;gab,cd ; F ab ), 

where Fab is any antisymmetric tensor field, i. e. , 

Fab =- F ba ; 

(b) Hii =HJi; 

(c) Hii lJ =VgaihF/ Ii + f3ihEhJabFabIJ' 

where O'i\ f3i h are tensors and 

a
ih = aih(gab ;gab,c ;gab,cd ;gab,cde; F ab ), 

f3i h = f3i h(gab ; gab, c; gab, cd ; gab, cd. ; F ab ). 

[Compare (4.5) with (1. 6).] 

Written out in detail, (4.5) reads 

". b ". b d aHij H'],a F +H",a ,c g . + -- g . 
ab, j ab, cd) agab, cab, CJ 

aHii r i hJ 
+--gbJ- hH 

agab a, ] 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

Differention of (4.7) with respect to Fab,i gives rise to 

HIJ;ab = t Vg aiag bJ _ ~ Vi aibgai + f3i hE hi ab , (4.8) 

which, by (4. 4) implies that 
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Vgaiag bJ _ ..fgaibgaJ +2{3i
hE hiab 

= VgaJaf[bi _ ..fgaibgai + 2{3ihE hiab. (4.9) 

If we multiply (4.19) by gbi we find 

f{;f[ a ia - ~ f{;( cr bJ 0' )gai + (~ E hiai 
- - 2 t-. h bJ roJh , 

from which it follows that 

(4.10) 

This equation clearly implies that a ia is skew
symmetric. We now return to (4.9) and multiply it 
by E rjab to obtain, by virtue of (4.10), 

(4. 11) 

which, when taken in conjunction with (4.10), gives 
rise to 

(4.12) 

From (4.8) and (4.12) we thus find 

HiJ;ab =} Fii(aiaf[bi _ aibf[ai 

+ abJgai _ (YbagiJ + aJag bi ). (4.13) 

This equation is formally the same as (2.13), and it is 
now possible to parallel the arguments presented in 
Sec. 2 to establish the following. 

Theorem: The only tensor density which satisfies 
(4.2)- (4.6) iS18 

Hii = a,fJi eiJ + c,fJi gil - b vJi [F ihFih - {5~(F TSF TS)]' 

(4.14) 

Consequently, (4.1), (1. 2), and (1. 4) are the 
Einstein-Maxwell field equations. 

5. APPROACH 4: ALTERNATIVES TO (1.1). 
RETAINING (1.2) AND (1.4) 

For the reasons mentioned in Secs. 3 and 4, we shall 
now solve the following problem. Find all tensor densi
ties K iJ which satisfy 

(a) Kii =KiJ(gab ;gab,c ;f[ab,cd ;Fab ), 

where Fab satisfies (4.3); 

(b) KiJ Ii =.fgAihF/li +1)i hE hiabFab Ii 

and 

KJi U =.fg JlihF/ li + ehEhjabFab,j, 

(5.1) 

(5.2) 

where Aih, 1)ih' Jlih, ~ih are tensors, all functions of 
f[ab and its first three partial derivatives together with 
F ab' e. g., 

If we introduce the tensors: 

Hij=t(Kih+Kii), Jii=t(Kii_KJi), 

(Yih = t(A ih + Jl ih), {3i h = ~(1)i h + ~i h)' 

pih=~(Aih_ Jlih), ei
h= ~(11ih- ~ih)' 

(5.3) 

we see that (5.1)- (5.3) imply that H ij
, a i \ (3 ih satisfy 

(4.2)-(4.6), in which case they are completely deter
mined by the theorem of Sec. 4. The problem of deter
mining K ii satisfying (5.1), (5.2) thus reduces to find
ing all J ij satisfying 
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and 

Jii =Ji}(gab ;gab,e ;gab,ed; F ab ), 

Ji}=_JJi, 

Ji} Ii =vg plhF/ IJ + elhEhJabFablJ' 

From (5.6) we find 

Jie;ab = ~ vg( piag eb _ pib g ea) + el hE heab , 

which, by (5.5), gives rise to 

t. Fi (piag cb _ pib g ea + pcag ib _ pcb g ia) 

= e i hE ehab + ee hE ihab • 

Multiplication of (5.8) by geb yields 

4 vg pia _ Vg (geb pcb) g ia = 2fJbhEihab, 

from which we obtain 

~ Ii ETsia pia = (e TS - e sT)/2 • 

However, by multiplying (5.8) by gesETbla' we find 

A comparison of (5.10) and (5.11) yields 

which, when substituted in (5.9) implies that 

(5.4) 

(5.5) 

(5.6) 

(5.7) 

(5.8) 

(5.9) 

(5.10) 

(5.11) 

(5.12) 

(5.13) 

If we substitute (5.12) and (5.13) in (5.7) we obtain an 
expression which is formally equivalent to (3.19). It is 
thus possible to parallel the arguments presented in 
Sec. 3 to establish the following. 

Theorem: The only tensor density K ii satisfying 
(5.1) and (5.2) is 

Kii =aVgCi} +cVg gii _ bvg[FihF i
h 

(5. 14) 

where a, b, c, T, K, are constants. Furthermore, the 
field equations 

Kii =0 

together with (1. 2) and (1. 4) are equivalent to the 
Einstein-Maxwell field equations. 

6. APPROACH 5: ALTERNATIVES TO (1.1), 
(1.2) AND (1.4) 

In this section we shall we shall find all tensors 
LiJ, Ai, Bi for which: 

(a) Lii =LiJ(gab ;gab,e;gab,cd ;Fab ), 

Ai =Ai(gab ;gab,e ;gab,ed; Fable), 

Bi =Bi(gab ;gab,c ;gab,cd ;Fablc), 

where 

(6.1) 

(6.3) 

(c) Aili=O and Bili=O; (6.4) 

(d) Liilj=(l!ihAh+{3ihBh, LJilJ=yihAh+~\Bh, (6.5) 
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where (l!i h' (3i h' yi h' Xi h are tensors and are functions 
of grs and Frs' The source-free field equations are then 
assumed to be of the form: 

LiJ=O, Ai=O, Bi=O. (6.6) 

Condition (b) is motivated by the experimentally 
accepted validity of Maxwell's equations in special 
relativity. Condition (c) is motivated by, and inter
preted as, conservation of charge, both electric and 
magnetic. Condition (d) is motivated by the require
ment that the divergence of L ii should vanish whenever 
"Maxwell's equations" Ai = 0, Bi = 0, are satisfied 
[compare (6.5) with (1. 6) J. 

If we define 

J1,rJ = ~(Lii + Lii) =Mji, 

Nii =t.(Lij _Lii)=_Nii. 

aih=~(O'ih+yih)' bih=~({3ih+Xih)' 

c i h = ~((l!\ - yi h), d i h = ~({3i h - Xi
h), 

then (6.5) implies 

J1,Iii Ii =aihAh + bi
h Bh, 

lvIii Ii = ci hA h + d i h Bh , 

while (6.6) is equivalent to 

1'vIi j =0, Ai =0, Bi =0, 

and 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6. 11) 

(6.12) 

NJ = O. (6.13) 

It is known19 that (6.3), (6.4), (6.7), and (6.10) 
imply that 

Ai=VgFiili> Bi=EiabCFablc, (6.14) 

while (6.12) are precisely the Einstein-Maxwell field 
equations. Furthermore, by applying the analysis of 
the previous section, we see that (6.8), (6.11), and 
(6.14) imply that (6.13) gives no further conditions. 
We thus have the following theorem. 

Theorem: If conditions (6.1)-(6.5) are satisfied, 
then (6.6) are precisely the Einstein-Maxwell field 
equations (1. 1), (1. 2), and (1. 4). 
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Gaussian time variation and Gaussian-approximated 
distribution about a spherical sheet 
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This paper concerns the wave field of a source with the title-indicated space-time function which, 
additionally, possesses an arbitrary directional variation. The multivariate solution obtained comprises an 
estimated error plus peak-induced spherical harmonics that are hyperconically confined, i.e., bounded by 
diverging and converging spherical fronts. Such fronts are not necessarily singular. Compliance with the 
radiation principle ensues, through contour integration, from Cauchy initial conditions. For an odd 
number of spatial dimensions, an inner zone created after a focusing phenomenon exhibits an analogy with 
a Petrowsky's lacuna. Naturally, the wave field varies with direction, but only because its source does so. 
Spherically as well as axially symmetric cases constitute major corollaries. Asymptotic developments, 
evolving ultimately into steady limits, are also deducible. An indirect application is illustrated for 
magnetoacoustic flow parallel to a magnetic field; on induction by a cylindrical Gaussian-approximated 
current distribution, weak effects appear everywhere during the steady state and are superposed upon 
strong stationary wave effects bounded by cone sheets which project either (i) downstream for a 
supersonic-super-Alfvenic flow, or (ii) upstream for a restricted subsonic-sub-Alfvenic flow. Finally, the 
main results are directly applied to elastic wave propagation from a two-component Gaussian body force 
concentrated about a spherical base; a spherically symmetric radial component generates a strong 
irrotational wave field normally involving an instantaneous point singularity; an axisymmetric azimuthal 
component generates a strong solenoidal wave field. 

I. INTRODUCTION 

Consider the Cauchy-type l radiation problem gov
erned by the inhomogeneous wave equation 

(1.1) 

together with zero initial conditions at instant t = T: 

cp(x, T) = 0, CPt(x, T)=O. (1.2) 

Here, the position vector x= (X l ,X 2 , ••• ,Xn) ERn, the in
finite n-dimensional space whose Laplacian yr2= a2/axi 
+ •• ·+a2/ax~. Unless otherwise specified, the integer 
n 2: 2. In accordance with (1.2), emission proceeds 
from a state of rest during which the radiating source 
is abruptly switched on when t = T, subsequently taken 
at _00. Thereafter, the time variation of the source is 
GaUSSian, attaining its peak at t= O. This peak can be 
substantially raised and sharpened by making its time 
scale T appropriately small; the present paper is es
sentially concerned with such a situation. Further
more, the spatial distribution fix) of the source is 
originally defined to be a convolution, eventually inter
pretable as an approximate radial Gaussian with a high 
and sharp concentration about a spherical (circular if 
n = 2) sheet I x I = r(>O). It is also directionally depen
dent on an arbitrary density factor. 

To determine the scalar field cP during the unsteady 
phase, (1.1) and (1.2) are first combined into a single 
radiation equation within the class envisaged by Light
hill2, 3, i.e., inc orporating a partial zero mode. Multi
ple Fourier synthesis is then applied. 

The peaking of the source generates strong hypercon
ical fields, resolvable into spherical harmonics and 
physically contained by expanding as well as contracting 

concentric spherical fronts. Superposed is a weak es
timable "error" effect traversing the entire (x,t) hy
perspace. Dominant quantities in each case represent 
the solution for the instantaneous impulse over the 
spherical sheet Ixl =r. Trailing terms arise from the 
Gaussian stretch beyond I x I = r and the peak instant 
t = O. The present paper effectively examines a situa
tion wherein such an impulsive source sheet becomes 
dissipated in both space and time. 

By certain modifications of the basic analysis, ex
plicit solutions are deduced for magnetoacoustic flow 
past a cylindrical Gaussian-approximated current dis
tribution; anisotropy in the magnetoacoustic wave sys
tem prevents a direct application to an initial value 
problem; hence a modified approach is necessary to 
accommodate a radiation condition in place of initial 
conditions. However a direct application is possible 
for an isotropic elastic medium. 

II. FOURIER TRANSFORMATION 

To tackle the problem posed, we first define the func
tion 

cJ> = cpH(t - T) = cp (t> T), O(t< T), (2.1) 

where H denotes the Heaviside unit function. Thus, by 
a law of generalized functions ,4 we get, on multiplying 
(1.1) by H(t - T) and using (1.2), 

cJ> ss = yr2cJ> + (nfiT)-l exp[ -(s + T)2 /T21f(x)H(s) , (2.2) 

with s = t - T. We now introduce in (x, s) hyperspace, 
the Fourier transform 

H.F.T.[ cJ> 1 = (27Ttn
-
1 iRn exp(-ia' x)dx 1.: cJ> exp(-iws)ds, 

(2.3) 

593 J. Math. Phys. 19(3), March 1978 0022-2488/78/1903-0593$1.00 © 1978 American Institute of Physics 593 



                                                                                                                                    

whose inverse 

<I> = fR exp(ia' x)da 1-::;: H.F.T.[ <1>] exp(iws )dw, n 

(2.4) 

with the outer integral in (2.4) ranging, with respect to 
the wave vector a = (al , a 2, • •• ,an), over Rn whose 
typical volume element da = da1da 2 " • dan; also, the 
scalar product a • X= a 1x 1 + ••• + a~n' Since <I> '" 0 when 
s < 0, then regarding the w path(-oO - iE, 00 - iE), one re
quires that for each a ERn (see, e.g., Ref. 2, Appendix 
B and Ref. 3): 

-E<Im{lowest complex w-singularity of H.F.T.[<I»}. 

(2.5) 

The H.F.T. of the source term in (2.2) involves, within 
the physical x space, 

F. T .(fJ = (21T)"n fR f(x) exp(- i a' x)dx, 
n 

(2.6) 

combined with 

Whereupon, the H.F.T. of (2.2) produces 

(a 2 
- w2)H.F.T.[ <1>] 

= F.T .(f] 1"" exp[ -iw(u _ T)_u 2 /T 2 ]du. (2.7) 
21TTvrr 

Applying this to (2.4): 

<1>= k F.T.[f]L(tja) exp(ia'x)da, 
n 

where, writing a= faj =(a~+a~+· .. +a~)1/2, 

x ~"" exp(-iwu _u2/T2)du. (2.9) 

The right side of (2.7) involves the factor exp(iwT) , 
which stays analytic over Imw ~ 0 as T - _00. In this 
limit approach, 

which (holds for complex as well as real wand) is ana
lytic throughout f w j < 00. Hereafter, we assume the 
limit T= -00 and that, correspondingly, t> _00. In par
ticular, 1> '" <1>. Also, from (2.7), the two real poles of 
R.F.T .( <1>] at w = j a j , - j a j are its lowest Singularities. 
So, according to (2.5), E> O. Furthermore, (2.9) be
comes 

(2.11) 

For our purposes, we envisage the spatial source 
distributionf(x) as a convolution, over Rn, of a function 
p(x) with the Gaussian, viz., 

(2.12) 
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K being a length scale. Applying (2.6): 

F.T .(fj = (21T)"" fR p(y) exp(-ia' y)dy(K/1i)-n 
n 

= (21T)"n k p(y) exp(-a' y - *a2~)dy, 
n 

via an n-dimensional extension of (2.10). So, from 
(2.8) , 

1>=<I>=k p(y)K(x,tjy)dy, 
n 

(2.13) 

where 

xJo exp[ia~'(x-y)]dOp 
n 

(2.14) 

with the inner integration performed by letting the unit 
position vector ~ = aa-1 range over On' the n-dimen
sional unit sphere (circle if n = 2) with surface element 
dO~ located about~. Now a law of spherical mean5 

stipulates 

- 2 (ll2)(n-1> 

J g(x· ~)dn~= r~l 1) J..~ (1 - e)(l/2Hn-3)g(jxj ~)d~. 
o zn - Z n 

(2.15) 

Als06 if v> -~, 

(ht 1 J..~(1-er(1I2)exp(izOd~=Jv(Z), (2.16) 
vrrr(V+2) 

the Bessel function of order v. Consequently, (2.14) 
reduces to 

(2.17) 

III. THE SPATIAL SOURCE DISTRIBUTION 

According to generalized function theory4 a limit in
terpretation of (2.12) is 

~!.~ f(x) = p(x). (3.1) 

Let us choose 

p(x)=x(x)6(jxj-r)jxj1-n (r>O), (3.2) 

where the unit vector x=xjxj-l, and 6 denotes the one
dimensional Dirac delta function. It then follows im
mediately from (2.13) that 

(3.3) 

with the unit vector I; ranging over On' Clearly 
K(x, t j rl;) plays the role of a kernel. Its dependence on 
x and rl; arises solely through the argument [see (2.17)] 
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So, 

I x - r I; I = (X2 + r2 - 21 x I rx' 1;)1/2 

= [(rx)2+ (IXI 1;)2 - 2lxlrx· 1;]112 

= Irx-lxll;l· 

K(x, t Irl;) = K(rx, t I I X 11;). (3.4) 

Hence, by virtue of (3.3), we assert the following re
ciprocity principle: for a fixed observational direction 
X, the solution 1> remains unchanged if Ixl and rare 
interchanged. 

Hereafter we restrict the length scale K to being , 
small and approximate accordingly. We shall subse
quently prove that 

f(x) - X (x)(Kh)"l exp[ -( I x I - r)2 / K2](r I x 1)112-"/2, 

(3.5) 

corresponding to a Gaussian distribution loaded (for 
small K) about the spherical sheet I x I = r and coupled 
to a directionally dependent density X(x). (Throughout, 
substitute "circular" for "spherical" whenever n= 2.) 
Note a consistency of (3.1), (3.2), and (3.5) with an at
tainment of the delta function via a Gaussian sequence. 
Also, applying (3.2) to (2.12): 

f(x) = (Khr" exp[ _(x2+ r 2)/ K2]F(x) , (3.6) 

where, letting A = 2r Ix I /K2, 

(3.7) 

Write 1;= (1;1, ... ,1;"). In terms of n -1 angular co
ordinates ,7 

1;1 = COS</!l (n 2: 2), 1;2 = sin</!l COS</!2 (n 2: 3), 

1;3 = sin</!l sin</!2 COS</!3 (n 2: 4), ••. , 

1;,.-1 = sin</!l' •• sin</!"_2 cos</!n_l (n 2: 3), 

s,. = sin</!l ••• sin</!n_2 sin</!n_l (n 2: 2). 

Also 
"-1 

dOc = IT sinn-1-
y
</!yd</!y. 

V=l 

Consider the recurrence relations: 

with n2: 2; while for n2: 3, 

Suppose 

X (I;) =X(</!l' ••• ,</!n-l)' 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

(3.13) 

(3.14) 

(3.15) 

Then corresponding to lJ.=n -1, (3.14) [or (3.13) if 
n = 2] can be identified with (3.7): 

F(x)=Fo' (3.16) 

An angular system (91"", 9n-I) can be Similarly as
signed to the physical direction x= (XU x2 , ••• ,xn), e.g., 
by substituting x y, 9y for, respectively, I;y, </!y through-
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out (3.8)- (3.11). At present, we assume that the I; 
frame has already been orientated in such a way that, 
for the given x direction relative to it, Oy"* 0 or 11, but 
E: ( 0,11) (11= 1, ••• ,n - 2) while 0n_l"* 0 or 211, but E: ( 0, 211). 
Now define 

n-,.. 
B n_,.. = IT sin</!ysinOy (IJ.= 2, ••• ,n - 1). 

Evidently, for 1J.=2, ... ,n-2, 

B"_,.. = B,._,.._l sin</!,._,.. sinO"_,.., 

An_,.. = An_,.._l + B,._,.._1 cos</!n_IL cos 0,._,.. , 
via (3.8)-(3.11); so 

An_,.. + B n_,.. = A n_,.._1 + B,._,.._l cos(</!n_,.. - O"_IL)' 

Also, 

Al + B1 = COS(</!l - (1); 

X' I;=An_2+B,,_2cos(</!"_1 - On-I)' 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

(3.23) 

Note from (3.17) and (3.18) that An_,.. and B n_,.. are inde
pendent of </!n- ,..+1' Also, within the ranges of integration 
for F 0' F l' ••• ,F n-,..-l' viz., </!y E: (0,11) with II = 1, ... , n 
- IJ., the quantity B"_,.. > O. 

An appropriate approximation of F(x) is achieved 
through successive asymptotic approximations for 
large A. Just for this purpose alone, a basic hypo
thesis is that X(</!l' ••• , </!,.-l) is analytic over all n - 1 
ranges of integration indicated in (3.13) and (3.14). We 
start from (3.13), expressible via (3.23) as 

F n-2 = exp( AAn_2) .fo2r X(</!l' ••• , </!n-J 

x exp[ABn_2 cos (</!"-l - On-I) ]d</!n_l' 

to which we apply the well known method of steepest 
descents.s Among an infinity of saddle points (all real, 
of order one, and) determined by sin(</!n_l- On_I) = 0, 
only three are actually relevant, viz., On_I' enol + 11 , enol 
- 11. The saddle point enol invariably lies on the given 
path (0,211). Suppose O"_lE:(O,11); then 0n_l+11E: (0,211) 
and so contributes to F n_2 , but not 0n_l-11. Alternative
ly, if enol E: (11 ,211), then enol - 11 E: (0,211) and contributes 
to F n-2' but not enol + 11. If enol = 11, then 9n_1 - 11 = 0 and 
enol + 11 = 21T so that they both contribute. In each case, 
the contribution from enol -11 or enol + 11, being gov
erned by the factor exp(-ABn_2), is negligible compared 
with the saddle point contribution of 9n_1 which domi
nates: 

F n-2 - (21T !ABn_2)l/2 exp[A(An_2+ B n-2)] 

X X(</!l' ••. ,</!n-2' 9n_I). 

Next assume 

F n- IL - (211 /ABn_,..)(J>-1 )/2 exp[A(An_" + Bn- ,J] 

(3.24) 

which evidently holds for IJ. = 2. This validity may be 
extended, by induction, to cover 1J.=3, •.. ,n-I. Thus 
a first approximation of (3.14) via (3.24), incorporating 
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(3.19) and (3.21), yield 

F n _
Il

_
1

- (21T /,\Bn_ .. _
1

) ("-ll/2 exp(AA
n
""_l) 

x fo~X(ljJl"" ,¢n-.. , I1n_ .. +1 ,·.·, I1n-1) 

>< exp[I\.Bn_ .. _1 cos(l/!n_ .. - 0n_ .. ) ] 

X (sin'/' /sinO \(""1l/2d'/' '+'n-p. n-w 'rn-lJ.· (3.25) 

Again, we encounter the same type of saddle pOints. 
Among these, only en_" lies on the present (shorter) 
path (0,1T) and provides the dominant contribution. 
When evaluated, it confirms the anticipated consistency 
of (3.25) with (3.24), which therefore holds for }J. 

=2, ••. ,n-1. In particular, with J.l=n-l, and (3.18), 
(3.22) accounted for, (3.24) enables (3.14) to be approx
imated for F 0 = F(x) by the same steepest descent pro
cedure. Whereupon, 

F(x) - (21T /,\)(n-ll/2 exp('\)X (9
1

, ••• , 9n-
l

) 

== (KfiT)n-1(r I x 1)1/2-17/2 exp(2r I x I /K2);dx). (3.26) 

Substitution into (3.6) proves (3.5). 

IV. THE L FUNCTION 

To compute the solution from (3.3), one needs the K 
kernel. Its derivation from (2.17) must be preceded by 
that of the L function via (2.11). This involves the inte
grand 

yew) = [exp(iwt - tW2T2)]!(Ql2 _ w2 ), (4.1) 

integrated, for a E (0, <>a), along the horizontal contour 
Imw = -E: «0) from one infinite end to the other. Our 
present goal is the evaluation of the L function to an 
estimable error trailing a recognizable quantity that 
will eventually enable a convenient management of 
(2.17). Henceforth, we also assume the time scale r to 
be small. 

First, we wish to deform a portion of the prescribed 
contour (_co -iE:,"" -iE:) until part of it rests on a hod
zontalline, say w=a+i2tolr2, where a and to denote, 
respectively, a real variable and a real constant. So, 
when tt 0, then in (4.1), the exponent factor rather de
sirably approaches zero along this line as T - 0 if 
to{2t - to» 0, which is satisfied by to = t. Thus we select 
L *: w = a + i2t /r2, a horizontal path within Imw ~ 0 ac
cording as t~O; tentatively, we allow aE (-N/r 2 ,N/r2) 
with N> O. Then 

Imw 

-N/T2+i2t1T2 /..' 

,/ 
/' 

/' 
/' 

/' 
/' L,+ 1..- -0(. /' d... Rew 

~ 
- R-i£ 

L. -i.E R-t e. 

FIG. 1. Case: t > O. Deformation of the contour L for the in
tegration of y(w). 
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Imw 

-N/T
2 

-C/.. L,' 

Rew 
t..- L.+ 

-R-i£ 
\... -iE R-iE 

FIG. 2. Case: t= o. 

J 2 2 fN/T2 exp(-ta2r2)da 
y(w)dw= exp(-t /T ) 2 ( '2t/ 2)2' (4.2) 

L * -N /1 2 a - a+ l r 

Since 

I a 2 - (a+ i2t/r2)21 = [(a - 0')2+ 4t2/r4J1I2[(a + 0-)2+ 4t2/r4jl12 

>4t2/r\ 

so 

(4.3) 

whenever t*O. If t=O, (4.3) fails; however, we can 
still use L *, which is now a real path: Imw = 0; in this 
case (4.2) remains valid but must, if necessary, be en
visaged in the sense of a Cauchy principal value. 

For each t E (_00 , 00) and each a E (0,00), we restrict 
the positive parameters 10 and N to being sufficiently 
small and large: 

Now, with w = -ilO as center, construct two circular 
arcs L. having the same radius R, and jOining the end 
points of L * at w = ±N /r 2 + i 2t /r 2 to the original path 
Imw = -E:. On it, let L denote the resultant intercept. 
According as t#O, we refer to Figs. 1, 2. or 3. Evi
dently, 

R = [N2/r4+ (2t/r2+ E:)2)1/2, 

and so _00 when N - 00. Furthermore, L. 8ubtend the 
same acute angle 

13=tan-1et ';"n2) 
at the center. In view of (4.4), 

0<13<1T/4 for t2:0, -1T/4<13<0 for t<O; (4.5) 

Imw 

-r:/.. 
----------~----~----~~---------Rew 

-R- iE.r-__ .... __ ~.,:-L:.::eTo-::;J ___ --IR- U: 
t.. 

L 

_N/T
2 
+i2tlr2 L' 

FIG. 3. Case: t<O. 
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furthermore, the only singularities of yeW), viz. two 
real simple poles at W = Hl' are well inside (or outside) 
the domain bounded by L, L., L *, L+ for t> ° (or <0), but 
are originally threaded by L * when t:::. 0. In the latter 
case, L * may, for a principal value (P.V.) interpreta
tion, be indented below both poles via infinitesimally 
small semicircles described anticlockwise. With 
L _, L *, L+ directed and arranged as shown (Figs. 
1,2,3), they constitute a clockwise (or anticlockwise) 
deformation of the path L for t 2: ° (or <0), appropriate
ly indented when t:::.O. Thence, according to residue 
theory, 

IL y(w)dw= 21TiH(t)[re~!guey(w)+ reJi!_1uey(w)] 

+ (JL_ + IL*+ ~JY(W)dW (4.6) 

provided t*O; but, if t:::.O, then 

it y(w)dw" 1Ti[re~!guey(w) + re
w
s!_1uey(w)] 

+(JL_+P.v.IL*+.()Y(W)dW. (4.7) 

We next examine behaviors along the circular arcs 
L.: w+iE:=Reil/J, where 

on L.: 0< I/! < {3(t2: 0), -1{31<1/!<0(t<0), 

on L.: 1T -(3<I/!<1T(t2:0), 1T<I/!<1T+ 1{3I(t<O). 

Now, 

[Re(iwt - t w2r2)1L. = E:t + h2r2 - Htr2R2 cos21/! 

(4.8) 

(4.9) 

+ (2t+ ET2)R sinl/!] < E:t+ h2r2, 

(4.10) 

since (2t+ ET2) sinl/!> ° and cos21/!> ° by virtue of (4.4), 
(4.5), (4.8), (4.9). Let us assume that N, as restricted 
under (4.4), is also large enough to permit R> 2(a 2 

+ E: 2)112. Then 

I a 2 
- w2 1 L. = I a + iE: - Rei I/J I I a - iH Reil/J I 

2: IR - I a + iE: I I IR -I a - iE: I I 
= [R _( a 2+ E:2)1/2)2> tR2. (4.11) 

Let .ill/! represent the relevant positive I/! interval 
among those four defined by (4.8) and (4.9). Whence, 

/l.r(W)dw/ sl.ly(w)lldwl 

=R f exp[Re(iwt - iw2r 2)JL. dl/! 
Ll.1/J I a 2 - w 2

1 L. 

after accounting for (4.1), (4.10), and (4.11). Where
upon, after evaluating from (4.1), the speCified resi
dues in (4.6), the latter's limit application to (2.11) 
yields, for t* 0, 

L(t I a) = lim (21Tt1 it y( w)dw 
N-~ 

where 
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J~ exp(-ia2r2)da 
X _ a 2 _(a+i2t/r2)2 

and, is in view of (4.3), bounded: 

(4.13) 

(4.14) 

However, in the case t=O, both residues in (4.7) elimi
nate each other; consequently, and via (4.2), 

L(0Ia)=VEl(21T t 1P .V. J y(w)dw 
L* 

i.e., with EL (t I a) formally expressed by (4.13), 

L(OI a)=p.V.EL(OI a). 

V. THE K KERNEL 

( 4.15) 

(4.16) 

The expression (2.17) for the K kernel can be deve
loped with the aid of (4.12) and (4.16). First, define 

(21T)-(1I2)" ~ 
EK(x,tly)= I 111/2)"-110 EL(tla)J(n/2l-1(alx-yl) x-y 

(5.1) 

with P.V.EL(Ola) replacing EL(tla) when t""O. In par
ticular, then, 

K(X, ° I y) "" EK(x, ° I y). (5.2) 

Note also that [cf. (3.4)), if y=ylyl-1, 

EK(x,tly)=EK(lylx,tllxIY). (5.3) 

Application of (4.12) to (2.17) leads to an a -integral 
involving the integrand factor 

~ (K2+ r 2)1 8 21 . 
exp[-ia 2 (K2+r2)]sin(at)= L: 41l' -t2Isin(at). 

1=0 • 8 

(5.4) 

We now quote two results from Ref. 6 [viz. Sec. 3.4(3)] 

sin(at) = (t1Tat)1/2J1/2(at) (5.5) 

[applicable to (5.4)], and the Neumann series (Sec. 
(16.1) 

Jv[(Z2+ Z2 _ 2Zz cosl/!)1/2] 
(Z2+Z2 _ 2Zz cosl/!yf2 

2Vr(v) ~ v 
= (Zz)" Eo (m+ v)Jm+v(Z) Jm+v(z)Cm(cosl/!). (5.6) 

Here, C~ (cosl/!) denotes the Gegenbauer function of de
gree m and order v; its argument cosl/! may be regard
ed as the scalar product x· y. Thus, we eventually 
arrive at 

~ 

xL: (m+in-l)r(tn _1)C~1/2)n-1(xoy)Gm' (5.7) 
m=Q 
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provided t * 0, and where 

0:t2«lxl_IYI)2, 

(21TlxIIYlt)-1/2Pm+(n/2l_3/2t~21:~~;lt2) :(lxl-IYI)2<t2«lxl+ IYI)2, 

( 5.8) 

( 5.9) 

cos[(m + in - 1)1T ](h31 x II y I t)-1/~m+(n/2l-3/2(t~ IX~21; t) :( I x I + I y 1)2 < t2, (5.10) 

[see Ref. 6, Sec. 13.46, Eqs. (1), (4), (5)] with 
P m+(1I2ln-3/2 and Qm+(n/2l.-3/2 denoting Legendre functions 
of the first and second kinds. 

A bound can be readily formulated for the remainder 
term EK if t*O. Now [Ref. 6, Sec. 3.31, Eq. (1)] 

IJ"(z)l:s I (iz)"lexp(IImz I)!r(v+ 1) (v> -i). 
When incorporated together with (4.14) into (5.1): 

I
E ( 1)1 T3exp(_t2/T2) roo (1 2 2) n-ld 

K x, t Y < t2r(in)(2v'7r)n+l Jo exp -4"Ci K Ci Ci, 

(5.11) 

provided T:S K, assumed hereafter. 

VI. THE RADIATION FIELD 

The radiation field is essentially secured by applying 
to (3.3) the results (5.7)-(5.10), or just (5.2) if t=O. 
Thus, throughout _00< t< 00: 

~ 
E (-oO<t<llxl-rJ), 

¢= P+E (1Ixl-rl<t< Ixl+r), 

Q+E (lxl+r<t<oO). 

Here, 

Also, 

where, in terms of arguments 

(6.1) 

(6.2) 

(6.3) 

(6.4) 

(6.7) 

which are real over the respective domains supporting 
P and Q, we have 

'" 
P*= E Xm(x)Pm+(nl'2J-3/2(COSO), (6.8) 

m=O 

Q *= t (_1)m+1Xm(X)Qm+(n/2l_3/2(CosM), (6.9) 
m=O 

with coefficients 
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(6.10) 

Both P and Q acquire their directional dependence on X 
through these Xm coefficients. Note the important fact 
that 

Q =0 for odd n. (6.11) 

Regarding (6.10), the following rules (Ref. 6, Sec. 
11.41) are relevant: 

lim (m + v)r(v)C~(cosl/') = 2 cosml/' (m * 0), 
"~o 

lim z;r(z;)C~(cosl/') = cg(cosl/') = 1. 
~o 

Thus, for the two-dimensional problem, 

XO(x) = fc/~ X(I/')dl/', 

Xm(x) = 2 fo2T X (I/') cos[m(1/' - Ol )]dl/' (m 2: 1), 

(6.12) 

(6.13) 

where X (I/') = X (cosl/', sinl/') and °1 signifies the polar 
angle: x= (cosOI' sinOl) (cf. Sec. 3). 

We now use (6.4) to establish an upper bound for I E I 
when t * O. If /;(EQ,n) is related to 1/'" ... ,I/'n-l by (3.8)-
(3.11), then sinl/'" = I sinl/'" I for v = 1, ... , n - 2, and leads 
to 

(6.14) 

after accounting for (3.12) and (5.11). Moreover, since 
(Ref. 5, Sec. 1) 

(6.15) 

therefore if X (/;) is bounded over Q,n, 

(6.16) 

Hence, when t* 0, the "error" E can be made as small 
as desired by choosing a sufficiently small time scale 
T. The quantity E normally depends on x and r, but not 
its bound in (6.16). Its exact representation of (6.4) can 
be expanded via (5.1) and (5.6) to yield 

(6.17) 

valid vt E (_00, OQ) and wherein 
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(6.18) 

for t = 0, the E L factor must be replaced by its P. V. 
So, like P and Q, directional dependence through the 
Xm coefficients is also experienced by E, and hence by 
q:, as well. Note [from (4.13), (6.17), and (6.18)] that the 
source has imparted its Gaussian factor exp( _t2 /72) to 
E. 

At the center x = 0, our results Simplify considerably. 
First, since9 

therefore lim (r I x I )(1!2)(1-n)Q (cosM) = 0 if m ,......11 m+(n/2)-3/2 
2: 1. Furthermore, when t2> r2, then via the transfor-
mation: ~=tanh(~i/J) of the integral variable in (6.19) 
and an appeal to (2.15), we get 

I r(~n-~)JodOI 
Il..IlJ (r I x I )(1-n) 2Q (n/2)_3/2(CosM) = 27T(n-1l72w _ r:)<n-ll k • 

So, accounting for (6.15) and the fact c~n/2H(X. ?;) '" 1, 
(6.6) combine with (6.9) to yield 

I 1 r(~n - ~) j" ) 
Q X=o= - COS(2n7T ) 7T(n+1512 X(/; dOe 

On 

Now, (6.1)-(6.3) must be interpreted for x=o as 
follows: 

q:,lx=o=~ Elx=o (-oo<t<r), 

{Q I x=o+ E I x=O (r< t< 00). 

Also, from (5.3) and (6.4) 

EI x=o=EK(rx,t I 0) innx(/;)dOe, 

(6.20) 

(6.21) 

(6.22) 

whic h, incidentally, obeys the same inequality [viz. 
(6.14) or (6.16)] as E when x,o 0. [N.B., in actual fact, 
the result (6.23) should be independent of X. The ex
pressions (6.20) -(6.23) fully define the solution at x 
=0.] 

If r is now substituted by I x I , this solution converts, 
by virtue of our reciprocity principle (Sec. 3), into the 
solution at any x position, but for r=O, i.e., corre
sponding to [cf. (3.6) and (3.7)] 

(6.24) 

which describes a point concentrated Gaussian spatial 
distribution weighted by a directionally independent 
density fonx(/;)dO e encountered in both (6,20) and (6,23), 
The radiation field associated with (6,24) comprises 
an E -perturbation traversing the entire x-space since 
activation time t= -00, and superposed upon a Q field, 
The latter, which is nontrivial only for even n, emer
ges after the peak instant t== 0 of the source and pro
gresses behind an expanding, possibly singular, spher
ical front viz. Ixl = t. 
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Suppose T= O. Then from (6,14) or (6.16), 

E '" 0 provided t * 0, (6.25) 

Actually, it is implicit that the contour deformation 
described in Sec. 4 does not really apply if t vanishes 
(simultaneously with T), in which event E is not prop
erly defined. However, from (2.11) 

"oO-iE dw 
L(0Ia)=(27Tr 1 f -2--2"'0; 

"-oO-le a - w 

the vanishing follows from the Cauchy-Goursat theo
rem after closing, within Imw < -E, the given path with 
an infinite semicircle which can be shown to yield no 
integral contribution. Consequently, via (2.17) and 
(3.3), q:, "'0 when t= 0, and, in fact, over the entire 
range for (6.1). The emission process is impulsively 
started by means of an instantaneolls actimtion, at 
time t= 0, of the source f(x)6(t) with spatial distribu
tion f(x) approximated by (3.5). Suppose this spatial 
distribution is now singularly confined to the spherical 
sheet I x I = r, i.e., adopting the limit of f(x) as K- 0 in 
the sense of (3.1) accompanied by (3.2). Correspond
ingly, the infinite series of (6.5) and (6.6) degenerate 
into their leading terms. Whereupon, 

° (-oo<t< Ilxl-rl), (6.26) 

q:,= 
P* 

(1IXI-1'1 <t< Ixl +r), (6.27) 

Q * cos(~mT) I I 
27T(172)n+1(rlxl )(1/2)(n-1) ( x +1'<1<00), (6.28) 

the field of the impulsive, spherical sheet source. 

Evidently, the succeeding terms l= 1,2,'" in (6.5) 
and (6.6) are mainly due to the spatial, almost-Gaus
sian spread of the source beyond its spherical base 
I x I = r. Moreover, its Gaussian time stretch beyond 
t = ° is primarily responsible for the "error" E. The 
latter represents a relatively weak component, strong 
effects being retained by P, as well as Q (if '10). 

VII. THE PROPAGATION PATTERN 

Consider the two hypersheets C. : x2 = (t _ y)2. These 
are hypercones convertexed end-to-end at Ixl =0, t=1' 
about which their generator spins at a constant inclina
tion of 45 0 to the time t axis which is, in a sense, one 
of symmetry. We define C. as being that member pro
jecting indefinitely ahead of its vertex into t> 1'. Its 
complement C. projects rearwards and is assumed to 
terminate finitely upon the hyperplane t = O. The cross 
section here is the spherical base I x I = l' supporting our 
radiating distribution f(x). Issuing forth from this base 
and indefinitely into t> ° may be envisaged yet another 
(partial) hyperconical sheet C : x 2 = (t + 1')2, again with 
generator revolving at 45 0 to the t axis. Evidently, C 
covers both C+ and C_ (see Fig. 4). Let us denote: the 
infinite hyperconical domain ahead of C+ by Do; the 
hyperdomain enveloped between C., C_ and C by D pj 

the entire hyper domain behind C (Le., inclusive of t~O) 
and infiltrating past t =0 into the finite hyperconical zone 
behind C_ by D. It can then be shown from (6.1)-(6.3) 
that 
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FIG. 4. The hyperconical evolution of the radiation field rela
tive to the supporting base Ixl '" r at instant t", O. From here, 
the right/left directed arrow points toward t ~ O. 

l
EV (x , t)E D , 

<P = P + E V (x, t) E D p , 

Q +E V(X,t) E DQ , 

(7.1) 

(7.2) 

(7.3) 

This scheme is geometrically portrayed with the aid of 
Fig. 4. Normally, due to its variation with x, <P is not 
symmetric about the taxis. 

To translate into physical terms, we observe the 
changing pattern (representing the actual wave propa
gation) produced upon an intersection of the Fig. 4 
configuration with a hyperplane travelling normal to the 
t axis at unit velocity from t = - 00 to t = 00 • 

Ever since the source is triggered at instant t = -"", 
it emits a weak effect E. This has completely perme
ated the infinite surrounding medium by the time the 
source peaks during t= 0. The peaking causes two 
spherical fronts to separate concentrically from the 
spherical source base I x I = r. One front expands with 
unit speed, its path being the characteristic hypersur
face C; we shall refer to it as the C -front. The other, 

E 

E 

FIG. 5. The physical propagation scheme during the interval 
0< t < r. Radial arrows indicate expansion or contraction of 
the spherical fronts. 
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FIG. 6. The outline at instant t", r. 

a C.-front contracts with unit speed along the charac
teristic hypercone C •• Between them, a strong P field 
diverges into and is, thereby, superposed upon the 
weak E effect. Figure 5 depicts the propagation pattern 
before time t = r. 

The retreat of both C- and C.-fronts away from the 
source base I x I = r agrees with Sommerfeld's radiation 
principle (see, e.g., Stoker, Ref. 10 and also Refs. 2, 
3, and 11). It represents a natural consequence of our 
preliminary postulate (2.1), equivalently, that radia
tion never precedes, but succeeds source activation. 
The phenomenon is also compatible with the fact that 
the hypercone fields, obviously induced by peaking, are 
recorded only after the latter's attainment (see Fig. 
4), Such an aftereffect stems again from (2.1), in this 
instance, through contour integration. 

The C. -front converges at the center x = ° when t = r. 
By this time, the C -front has achieved a radius of 2r 
(see Fig. 6) and continues to expand with further time 
increase. However the shrinking C.-front is then re
placed by a C. -front. This originates at the exact in
stant t=r and focus x=O of convergence of the C.-front, 
and thereafter expands with unit speed along the char
acteristic hypercone C •• The strong field Q appears 
inside the C.-front. If n is even, Q 1'0, and the con
vertex (x, t)= (0, r) corresponds to an instantaneaus 
point filter thraugh which a converging part of P con
verts into Q; in fact, via the rule12 

h sin(IJ7T)Pv(cos e)= Qv(- cos e)+ COS(IJ7T )Qv(cos e), 

it can be shown from (6.5)-(6.9) that 

P = -Q v(x, t) E D p (n even), 

and so the actual conversion is, precisely, a sign 
change. On the other hand, if n is odd, Q '" 0, i.e., 
(x,t)= (O,r) corresponds to an instantaneaus point sink 
thraugh which the converging part of P disappears; 
furthermore, the C.-front encloses a spherical zone 
somewhat analogaus to a Petrowsky's lacuna of si
lence .13·20 Normally, if singularities arise, they would 
be confined to the C- and C,-fronts. Thus, in particu-
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E E 

c-front 

P+E 

P+E 

E E 

FIG. 7. Case: r< t < 2r. 

lar, the possibly singular filter or sink action at x = 0 
occurs only at the simultaneous instant of C _ annihila
tion and C. creation. Before and after this instant, the 
solution at x=O [Le., off the covertex (O,r) but, other
wise, along the t axis in Fig. 4] is analytic and given 
by, respectively, (6.21) and (6.22). 

The outer C -front remains intact throughout its pro
gress. Together with the C.-front, it bounds an advan
cing spherical layer of constant thickness 2r, within 
which P now gets transported. The full radiation field 
thus described is superposed upon the weak E effect 
(see Fig. 7 for r< t< 2r). The C.-front crosses the 
source base I x I = r when t = 2r, after which the overall 
emission picture maintains a permanent development 
ad infinitum. 

VIII. THE SPHERICALLY SYMMETRIC PROBLEM 

Suppose, regarding the source, its spatial density 
X (x):= 1, which is independent of the direction x or 
spherically symmetric about the center x = O. Then by 
applying the rule (2.15) to (6.10), we get 

xLII (1 - ~2)(n-3)/2C~'2-1(Od~. 

But if v> -t [Ref. 6, Sec. 11.5(8)], 

l' el"cos"c~ (cos</!) sin2"</! d</! 
o 

_ i m2"-liTr(v+t)r(2v+ m) J v+m(Z) 
- m!r(2v) ZV 

(8.1) 

(8.2) 

Now put Z = 0, and substitute the integration variable to 
enable comparison with (8.1): 

Xo(X):=21T(I!2)", xm(x):=O (m=1,2,"·). (8.3) 

Thus, (6.8) and (6.9) reduce to 
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P *= 21Tn'2P(n/2)_3/2(Cosll), 

Q *= _21Tn/2Q <n/2l-3/2(CosM); (8.4) 

whilst from (6.17), 

E= (rlxl )1-n/2EO(lxl ,t) (8.5) 

and obeys (6.16) with maxxC'(Jn I X (i) 1= 10 The solution 
</> is determined by employing these results in (6.1)
(6.3), (6.5), and (6,6). Evidently, </> is spherically 
symmetric about x = 0; so it is symmetrical about the 
t axis in hyperspace. Otherwise, the discussions in Sec. 
7 hold. 

If n is odd, (8.4) and (6.7) reveal that P * is a poly
nomial in t of degree n - 3; hence (6.5) degenerates to 
a finite series: 

1 (~/2 (K2+T2)1 Cl 2Ip(n/2)_3(2(cosll) 
p= (rlxl )<n-ll/2 f.5 221 •1l! Clt21 

(8.6) 

The generating spatial distribution is approximated by 
(3.5). In the present Situation, its exact form can be 
conveniently established as follows. Again, use (2.15), 
this time, to transform (3.7) to an ~-line integral in
volving the integrand factor exp(A~). This integral can 
be easily tackled by applying (2.16) together with the 
fact (cf. Ref. 6, Secs. 3.62 and 3.7) that over -1T < argz 
St1T , 

the modified Bessel function of the first kind. There
upon, substitution of the subsequent result for F(x) into 
(3.6) yields the exact value 

f(x) = 2K-21(1/2)n_l (2r I x 1/ K2) 

X exp[ - (x2 + r 2) / K2] (r I x I )1-<1 /2)n (8.8) 

which, as expected, is spherically symmetric. Consis
tency with (3.5) exists by virtue of the asymptotic ap
proximation (Ref. 6, Sec. 7.23) 

1('I/2)n-l (2r I x 1/ K2) - (41Tr I x 1/ K2tlf2 exp(2r I x 1/ K2). 

(8.9) 

IX. THE AXISYMMETRIC PROBLEM 

Suppose the spatial denSity is axisymmetric about the 
Xl axis in x space or, equivalently, 

(9.1) 

III being the colatitude: Xl = cos81 (0:0:: 81 :0:: 1T). In the 
subsequent analysis, n 2: 3. 

We shall first establish a preliminary resulL Con
sider the (n - i)-dimensional vector z satisfying z sin8t 

= (X 2 ,X 3 , ••• ,xn). Then [cf. (3.8)-(3.11)], z is a unit 
vector in the (x2'X 3"" ,xn ) frame. Likewise, if 7] is 
related to the unit vector b= (1:1 , ••• ,1:n ) by 7] sin</!l 
= (1:2, 1:3 "" ,1:n), then 7] is also an (n -i)-dimensional 
unit vector. Its end ranges over the (n - l)-dimen
sional unit sphere 0n_l with surface element dO~, say. 
So, following the method of Sec. 3, we have 
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!rlnX(<!\)Y(X' ')dn t 

== fa' fa' 0", fa' fa2
' X (if!I)Y(X' t;)ll sinn-1-<Jl/!vdl/!v 

== fa' X(I/J) sinn
-

2 1jJ dljJ 

(9.2) 

(9.3) 

after applying the rule (2.15) to the integral over nn_I' 

The spherical integral in (6.10) is of the type (9.2) on 
account of (9.1) and therefore, in accordance with (9.3), 
becomes 

wherein the inner integral can be resolved via a certain 
formula (Ref. 6, Sec. 11.5). Thereupon the coefficient 

Xm(X) = 2n -211(n/2)-lm 1 (rn+~n -l)[r(~n _1)]2 

x [r(m+n - 2)tl c~n/2)-I(cos81) 

(9.4) 

The solution 1> is now fully described by (6.1)-(6.3) 
with the aid of (6.5)-(6.9) and either (6.14), (6.16), or 
(6.17). As (9.4) indicates, Xm(:i) is axisymmetric; hence, 
so is 1>. 

As with spherical symmetry, the source distribution 
can be exactly represented. We start from (3.7) and 
use (9.1)-(9.3) to obtain 

211(n/2)-1 
F(x) == r(h _ 1) fa' X (I/!) exp(x cosBI cosl/!) sinn

-
2if! dif! 

x J~ (1 - 7]2)1/2'" -4) / 2 exp (X 7] sin e
1 

sinl/! )d7] , 

(211)(n-I )/2 r· .. 
= (X sineyn-3)f2 Jo X(I/J)I(n/2)-3/z(X smOI sml/J) 

x exp(X cosel cosl/!)(sinl/J)1/2(n-1)/2 dif!, (9.5) 

by virtue of (2.16) and (8.7). The distributionj(x) is 
then determined from (3.6). Like its density X(el),/(x) 
is axisymmetric. The factor F(x) can be expanded by 
first applying to (9.5), the series [Ref. 6, Sec. 11.5, Eq. 
(9) ] 

J "'I/?(Z sinl/! simV) (. ,r, ,r,/) 
( . ,I, . ",,)v-172 exp zz cos,!, cos,!, 
Z SIn,!, Sln,!, 

(9.6) 

after reverse accommodation of (8.7), and then identify
ing each subsequent coefficient with (9.4). Thus, we 
finally arrive at 
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~ 

F(x) == (2/x)(n!z>-l6 X (x)I (X) 
moO m m'(n/2)-1 • (9.7) 

So, the expansions of both f(x) and 1> involve the same 
set of Xm coefficients computable from (904). 

X. CERTAIN FEATURES OF THE FUNCTIONS 
P* AND Q* 

Within the hyperdomain 0 p (Fig. 4), the infinite 
series (6.5) for P involves the function P *. We are in
terested in its behavior on the D p side of the boundary 
hypersurfaces C,C •• With 8 defined by (6.7), we have 

cose", 1 along Cor Co, == -1 along C •• 

A crucial point in our analysis is the expansion (Ref. 
12, Sec. 4.8): 

'" 
(1- 2x1'+V2)"V==6 C(x)ym. 

- - m=O m -
(10.1) 

Since C~/Z(x)=Pm(x)' therefore P m(1):= 1 and Pm(-l) 
:=(_l)m, which are known facts. We now concentrate 
only on the case where n is odd. Whence by (6.8) and 
(6.10), from the Op side, when cose==±l: 

P *= (± 1)(n-3) 12r (~n - 1) 

Now, by combining (10.1) with its:1' derivative multi
plied by y, we get 

00 

6 (m+v)C~(x)ym==v(1_2xy+y2)"v 
m=O 

and this vanishes identically if y == ± 1. Whereupon, from 
(10.2), 

P * =0 0 on the 0 p side of C, C •• (10.4) 

An important corollary may be drawn from the results 
(6.26)-(6.28),viz., for the spherical sheet implllse, its 
radiation field in an odd n -dimensional space is contin-
1l011S across the C-, C.-fronts and, in fact, vanishes 
along both sides of each of these fronts. So, generally, 
the C- and C.-fronts need not convey singularities. 

Suppose the observer is sufficiently far from and 
within the DQ side of the hypercone C., i.e., with ref
erence to (6.7), cosM» 1. The quantity Q * recorded 
may then be asymptotically approximated. Now (Ref. 9, 
Sec. 15.31), 

(121)> 1; v> -1). 

Hence, via (6.9), 

Q *- -Xo(x)Q (n/2)_3/2(CosM), 

- - YiTr (~n -~)(2 cosM )(I-n
)/2 Inn X (')dne, 

(10.5) 

(10.6) 

(10.7) 

after accounting for (6.10), (2.15), and (6.15). In par
ticular, for even n, (6.28) implies that at each x..Iposi
tion deep inside the expanding C. -front, the field of the 
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spherical sheet impulse develops asymptotically: 

_ (_l)ln/2)olr(in -i)1o X(,)dS2c cp 21T(n+Uf2(t2 _x2 _r2)~n-W2 (10.8) 

whenever t» I x I + r. Evidently this result approaches 
zero as t - 00, corresponding to a gradual and ultimate 
steady state attainment of silence. For odd n, but in 
the general situation with the fully Gaussian source, a 
somewhat similar physical phenomenon is experienced 
through a different mathematical route, viz., that 
everywhere inside the Co-front, 

cP = E - ° gradually as t _00 ; (10.9) 

however, with impulsive generation but not necessarily 
restricted to a sheet (Le., K2:T=O): E=O, so that once 
the reception point is crossed by the C.-front, an im
mediate steady state of silence prevails. 

XI. MAGNETOACOUSTIC FLOW PAST A CYLINDRICAL 
GAUSSIAN-APPROXIMATED CURRENT DISTRIBUTION 

InLighthill'spaper,2 there is an introductory discus
sion on pulsatory magnetoacoustic (or MGD) excitations 
generated within a stationary gas by a fluid injecting 
source with Gaussian strength loaded about a point. 
The principles established in the present paper can be 
indirectly applied to examine magnetoacoustic flow past 
a current source with a different Gaussian distribution. 

Consider a uniform state wherein an infinitely con
ducting gas with unit magnetic permeability and density 
Po flows with velocity v in the presence of a magnetic 
field H; suppose c denotes the sound speed, while a 
=H(41TPO)-1/2 the Alfv€m velocity whose magnitude lal 
= a. Small disturbances are being induced by a weak 
azimuthal electric current of density PoJ I HI-I. Let 
I HI h, q,pop denote perturbations in, respectively, the 
magnetic field, gas velocity, and pressure, Nonrela
tivistic linearized equations governing the perturbed 
motion are then 

Dp/Dt= -c2divq, divh=O, 

ah/at = curl(q x aa-I)+ curl(v x h), 

Dq/Dt + gradP + aa X cur lh = J x aa-I , 

(11.1) 

(11.2) 

(11.3) 

where D/Dt=a/at+vograd. We refer to a three-dimen
sional Cartesian frame with typical position (XI ,x2 ,z) 
= (x,z), X= (xl'x 2 ) denoting a two-dimensional position 
inR 2 , while -oo<Z<OO. The positive z-direction is 
aligned with the Alfv~n velocity: 

a= (O,O,a), (11.4) 

The flow velocity is chosen to be aligned with or op
posed to this direction: 

v=(O,O,v) withv>Oorv<O. (11.5) 

The azimuthal source current, circulating anticlock
wise, say, exerts a transverse electromagnetic body 
force measured, per unit mass, by the vector 

Jxaa-1= IJI(x,O)=(Z,O), say, (11.6) 

x= (cosBI' sinBI) being the unit radial vector in R 2 ; here 
Z= I Jlx, a two-dimensional vector. We shall employ 
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a source current with a cylindrical Gaussian-approxi
mated distribution that is fairly concentrated about the 
mean circle Ixl =r(>O),z = 0: 

I JI - j(x)(lK1T)-! exp[ _Z2 /l2 - (I x 1- r)2 / K2] (r I x 1)-1/2, 

(11.7) 

the approximation being only for a sufficiently small 
length-scale K. When K= 0, the representation becomes 
exact and corresponds to a cylindrical singular current 
sheet with a longitudinal Gaussian distribution. The 
length scale 1 is also assumed small, and j(x) denotes 
an azimuthally dependent scalar. The rapid decay, 
from the mean circle, of the current strength may, for 
example, be caused by electrical resistance along the 
conducting element. 

We seek, ultimately, a steady state solution. This 
may be derived from an unsteady solution which has in
corporated appropriate initial conditions. Unfortunate
ly, the magnetoacoustic time-dependent problem is 
anisotropic and cannot be resolved by merely applying 
the principal results of this paper. Nonetheless, an in
direct application is possible if we start differently. In 
the method we shall adopt, zero initial conditions will 
be avoided. In compensation, we shall impose, instead, 
a radiation condition. This corresponds physically to 
Sommerfeld's radiation principle (Sec. 7) which was not 
applied to the main problem, but follows naturally from 
initial conditions. Both are equivalent to saying that 
only the source emits radiation. 

First let us propose a two dimensional vector A such 
that 

P+ aa' h= -div(A, 0). (11.8) 

Whence, it is easily seen that (11.3) may be interpreted 
via (11.6) as 

Dq/Dt - aa' gradh= grad div(A, 0)+ (Z, 0). (11.9) 

The three-dimensional vector (A, 0) is analogous to the 
vector potential of classical electromagnetic theory. 

The radiation condition is accommodated in accor
dance with Lighthill.2. 3.11 During an unsteady develop
ment, an exponential growth is imparted to the source, 
whereby the pair {J, Z} becomes 

{J, Z}e
Et = eEl .k2 dO! i: {J*, Z *} exp[i(O!, w)o (x, z )]dw, 

(11.10) 

in terms of Fourier transforms resembling H.F. T. 's 
[see (2.3)]: 

{J*, Z *} = (21T)"3 .k2 exp( -iO! ·x)dx i: {J, Z} exp( -iwz )dz. 

(11.11) 

Throughout, E > 0. All induced perturbations are allow
ed to acquire in-phase exponential intensifications. 
Precisely, the set 

{p,q,h,A}=e Et i R2dO!L:{p*,q*,h*,A*} 

xexp[i(O!, w)· (x,z)]dw. 
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By the time free perturbations from infinity arrive 
within observation range, they become negligibly small 
compared with source generated O(e· t ) quantities and 
therefore tend to escape detection near the steady state. 
Equations are now transformed accordingly, and with 
(11.4) and (11.5) accounted for. Observe that D/nt 
transforms into iwv. with v. = v - iEW-l

• Thus, if h3 de
notes the z -component of h, (11.8) and (11.9) become 

p *+ a2ht= -i(at, w)· (A *,0) = -iA *. (II, 

w(v,q* -a2h*)=i(at, w)A*· at -i(Z*,O). 

(11.13) 

(11.14) 

From (11.13), the third components of (11.14) and 
(11.2), as well as both equations in (11.1), we have 

(11.15) 

Accounting for (11.1) again, it can then be proven that 
(11.13)-(11.15) are compatible for every at in R2 if 

wherein 

_. . -1 _ [(v: - a2)(v! - C
2)Jl/2 

m(v,)-m(v -tEW)- 2( 2 2) 2 2 v.a+c -ac ' 

and Q' = 1 at I. Hereafter, we confine attention to 

either v>max(a,c), 

or -min(a, c) < v < _ac(a2 + c 2 tl 12, 

(11.16) 

(11.17) 

(11.18) 

(11.19) 

corresponding, respectively, to either a supersonic
super-Alfvt!nic flow in the positive z direction, or a 
restricted subsonic-sub-Alfvenic flow in the negative 
z direction. So by (11.17), lim._om(v,)=m(v)=m, say, 
is real and positive. By (11.16), (11. 12) yields 

A=e·t J dat JC Z*exp(i(at,w)· (x,z)] dw 
R2 _c (l'2_w 2m 2(v_iEW-1 ) • 

(11.20) 

Bearing in mind the arguments associated with (2.12) 
and (3.2), we introduce a two-dimensional vector 

(11.21) 

and select 

(11.22) 

Then, by virtue of (3.5), (11.7) is consistent with 
(11.6) if 

Z'" (lf1i)-1 exp( _Z2 /ZZ)f(x). (11.23) 

According to Lighthill, each perturbation function be
comes unique in the steady state if, prior to this, we 
approximate its multiple Fourier integral for small E, 

evaluate the approximation, and then let E - 0; in prac
tice, the limit E = 0 may be taken after any innermost 
integration, e.g., the w integration with regards to 
(11.20). Thus, via (11.11), (11.20), and (11.23), we 
assert that, in the steady state 

rnA'" k2 ~21Tt2 IR2 f(y) exp( -iat· Y)dY] 

x lim I (z 1 a) exp(ia· x)da, .-0 
where l(z 1 a) may be accepted in the fOrm 
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(11.24) 

l(z 1 O!)= (21T,-1 (c exp(~wzm-l -tw2r~)dw (11.25) 
)_c (O! + tErn' - w)(a -lEm' + w) 

wherein the integration variable w derives from that in 
(11.20) via a scale change; also the new length-scale 
r = lm -1, while the derivative 

v 3[a2(v 2 _ c2 )+ C2(V 2 _ a2) ] 
In ' = m' (v) = ---':--'~.,..-,;--'--=-----'-~~--'--' 

m[v 2 (a 2 + c 2 ) _ a2c 2 J2 , 
(11.26) 

which stays positive under (11.18) or (11.19). 

Regarding (11.25), integration is performed along a 
real path. There are two integrand Singularities, pre
cisely, simple poles; these are complex and occur at 

w=a+iol/', -a+iOIl' slightly above Imw=O. 

(11.27) 

Evidently, there are essential differences between rep
resentations (2.11) and (11.25). In both situations how
ever, the poles appear above the respective integral 
paths. For our present real path, we may therefore 
employ a contour deformation similar to that indicated 
in Fig. 1 or Fig. 3. If z '-" 0, the present deformation is 
directed into Imw '-" ° and crosses/avoids both complex 
poles. When appropriately extended to infinity, the de
formed contour comprises two circular arcs (which 
contribute nothing to the subsequent integration) joined 
to the horizontal path (_00+ i2zm-1r- 2 , 00 +i2zm- 1r- 2

). 

Eventually, we arrive at 

l(z 1 Cl') = iH(z )(relevant residues) 

(11.28) 

where, in particular, it can be easily demonstrated that 

lim (relevant residues)= (iat1 sin(azm-1
) exp(_~~a2r2). 

,~o 

(11.29) 

For e = 0, no deformation is necessary, and 

1(01 a)= (27Tt11°O exp(_}w2~2)dW 
_00 a 2 - (w _lEm,)2, 

(11.30) 

which must be interpreted in the sense of a principal 
value at the limit E = O. By comparing (11.28)-(11.30) 
with (4.12), (4.13), (4.15), and (4.16), we deduce that 
the limiting value 

lim1(zla)=L(z/ll-1Ia) over _oo<z<oo, 
,-0 

(11.31) 

with L(tla) defined by (4.12) or (4.15) depending on 
whether 1*'0 or t= O. 

In view of (11.31) and (2.6), formulas (11.24) and 
(2.8) are related. The exact relationship can be iden
tified by comparing (11.21) and (11.22) with (2.12) and 
(3.2). Whereupon, we deduce that the steady state val
ue of rnA can be derived from the earlier unsteady R2 
cp -solution to our main problem by merely substituting 
zrn-1 and Xj(x) for t and X(x), respectively. Supposethe 
three -dimensional physical domains D, D p, and D Q are 
derived from the respective hyperdomains D, D p, and 
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Do illustrated in Fig. 4 by substituting zm-1 for t in the 
equations governing the hyperconical boundaries C, C., 
C_. Clearly, D, D p , and Do maintain a proportionate 
similarity to D, D p, and Do, respectively. Via (6.6), 
(6.7), (6.9), (6.12)-(6.14), (7.1)-(7.3), and (7.5), we 
draw the following conclusion: 

1 
E V(X,Z)ED, 

mA= -Q+E v(x,z)ED p , 

Q+E v(x,z)EDo , 

where 

with 

Jo(x)= 102'1 'jmdlj!: ,= (coslj!, sinlj!), 

L(X)=2f"t;jU;)cos[v(lj;-el)]dlj! (v~1), 
o 

while 

with 

( 

2. ) 1/2 
11111 = fo Jj (l; )1 2 diJi • 

(11.32) 

(11.33) 

(11,34) 

(11.36) 

(11.37) 

(11.38) 

(11.39) 

Here, (11.38) follows from (6.14) through the fact that 

(f"U(t)llcosiJild<J!r+(io2"lj(')llsiniJild<J!)" < 21Tllj 11
2

, 

by the Cauchy-Schwarz inequality. 

Let us discuss the constituents of mAo Bounded by 
conical sheets (of the type C, C., C _ -see Fig. 4) are 
two adjacent opposing strong fields, viz., -Q in Dp and 
+Q in Do. Superposed is a weak E field permeating all 
space and satisfying (11.38). The containing domains 
Dp and D Q project ad infinitum in the positive Z direc
tion, i.e., downstream for a supersonic-super-Alfv(\nic 
flow, but ups tream for a restricted subsonic -sub-Alf
v~nic flow. This phenomenon follows mathematically 
from the fact that both poles expressed by (11.27) lie 
within Imw> O. It is therefore a consequence of the ap
plied radiation condition and can be explained in terms 
of wave propagation. 

Consider an associated free motion in the absence of 
any source, in particular 

J=o, Z=O. (11.40) 

Then, as a basis within the context of (11.8) and (11.9), 

A=A*exp{i[(a,w)o(x,z)-O't)} (11.41) 

constitutes an admissible travelling wave function pro
vided [via comparison of (11.41) with (11.12)] (11.16) re
mains satisfied with Z * = ° and E replaced by -iO'. 
Hence, for A:iO, 

(11.42) 
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a dispersion relation. With reference to a three-di
mensional cylindrical frame, the group velocity of wave 
energy propagation has a Z component 8O'/8w, a trans
verse (radial) component 80'/8 a, and, denoting the az
imuthal angle in (a, w)-space by iJil> an azimuthal com
ponent a-180'/8iJil which is clearly zero by (11.42). It is 
easily established that 

80' m(v _O'w- l ) 0' 
~= m'(v _O'w-l ) +~, (11.43 ) 

(11.44) 

at a ± root to (11.42). For a stationary wave at the 
steady state, 0' = 0, we get 

80'/8W =m(v)/m'(v»O and 80'/Sa ='f1/m'(v) , 

(11.45) 

implying that the particular group velocity vector is in
clined to the positive z direction and is parallel to gen
erators of the conical boundaries for D p and DQ • 

Therefore, -Q, +Q represent stationary wave fields 
sustained by wave energy flux streaming steadily from 
the current source into Dp and DQ • The longitudinal 
Gaussian spread of the source distribution beyond z = 0, 
gives rise to a weak and diffusive E field that receives 
no wave energy. 

XII. APPLICATION IN ELASTODYNAMICS 

To demonstrate a relatively straightforward applica
tion, we consider an elastic displacement u produced 
from some initially uniform state: 

(12.1 ) 

within an isotropic medium. Suppose the generating 
agent is a body force Z having Gaussian time variation: 

Z = (T,[ii )-1 exp( -t 2/T2)(fl +f2) (. > 0), 

with 

(12.2) 

(12.3) 

Where, relative to the R3 Cartesian frame with typical 
position x = (Xl> x2 , x 3 ), 

x = (cosel , sinel cos e2 , sine, sine2 ) = radial unit vector, 

(12.4) 

while 

i2 = (0, -sine2 , cose2) = azimuthal unit vector, (12.5) 

el being the colatitude. Hence Z involves a spherically 
symmetric radial component f 1 (Ixl) plus an axisym
metric azimuthal component f 2(lx! , e

l
). It is easily 

verified from spherical polar representations that 

VXf l =0, 

V of2 = 0 . 

The relevant equation of motion is 

utf = (ci - c~)V(V 'u) +C~V2U +Z, 
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C I and c2 being, respectively, the dilatational and equi
voluminal wave speeds. In particular, accounting for 
(12.2) and (12.7): 

(0 2 10[2 -ciV2)V'U=(TI1J)-lexp(-1/T2)'~·fl' (12.9) 

So if u(l> satisfies 

uW - CiV2u(ll = (T"'7T)-1 exp( _t2 /72)f" (12.10) 

and 

U(l)(X, T)= 0, IU~ll(X, T)= 0, 

then 

U=U(1l+ U{2l, 

for some U(2) satisfying 

V· U(2) =' O. 

In view of (12.6), (12.10) and (12.11) imply that 

(12.11) 

(12.12) 

(12.13) 

V XU(ll =' 0, so that V(V· u(l» '" V2u(l) . (12.14) 

Consequently, incorporating (12.2) and (12.10), (12.8) 
yields 

u~~) - C~V2u(2) = (T .fiTtl exp( _t2 IT 2)f2• 

By (12.1) and (12.11), we observe that 

u(2)(x,T)=0, uI2)(x,T)=0. 

(12. 15) 

(12.16) 

Now, (12.10) with (12.11) and (12.15) with (12.16) con
stitute two independent Cauchy-type problems in R3 
within the class covered by (1.1) and (1.2). To extract 
their solutions from our main results, we assume that 
the initial time T = -00 and employ a Gaussian-approxi
mated distribution for Z about the spherical sheet 
Ixl =r: For a small length-scale K, 

11 (Ix I ) ~ (Kv7T)-1 exp[ -( I x l-r)2/ K2](r Ix 1)"1, (12.17) 

12( Ix I , 8l)~ X 2( 81)(Kv7T)"1 exp[ -( I x l-r)2 I 1(2)(r I x 1)-1, 

(12.18) 

x 2( 81) being an arbitrary density function. Hence (12.3) 
expresses vectorial forms within the class of (3.5). 
Evidently the solution for cvu (v) (ll = 1, 2) can be derived 
from the¢ solution of (7.1)-(7.3) inR3 by substituting 
cvt and CuT for I and T, respectively, as well as X (ll 
= 1) or i:72(8l ) (ll = 2) for X (x). Thus, via (6.5), (6.7), 
(6.8), (6.10), and (6.11), we deduce that if, for ll= lor 2, 

(12.19) 

where 

X~l)(X) = 1f1/2(m + ~) J0
3 
'C~/2(X· ')dO~, (12.20) 

x~2)(i) = 1fll2(m + ~) J03X 2(<f.\)C~/2(X· ')(0, - sinl/!2, cosI/!2)dOc, 

(12.21) 

with 

dO c= sinl/!ldl/!ldl/!2 (0::; 1/!1::;1f, 0::; 1/!2::; 21T), (12.22) 

and 
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then 

l
ev V(X,t)E D(V), 

C u(v)= p +e '"'(x I)ED(V) 
v "" v, p , 

ev vex, t) E ufr); 

(12.23) 

(12.24) 

(12.25) 

(12.26) 

D (V), u~), and D fr) are four-dimensional hyperconical 
domains proportionally similar to, and derived from 
D, Up, DQ (see Fig. 4) by substituting cvt for t into the 
equations for the hyperconical boundaries C, C+, and 
Co. Therefore, cvu(V) possesses a propagation pattern 
resembling that described in Sec. 7 (with the aid of 
Figs. 5-7) for ¢ in the odd n situation. The quantity 
pv represents a strong field while ev represents a weak 
field: In accordance with (6.14), 

I 1
< f3exp(_t

2 /T 2
) (N 0) (12.27) 

el 2c it 21f ' 

(12.28) 

where 

(12.29) 

Here, (12.27) and (12.28) follow respectively from 

(J03 I cos<l\ I dO~y + (!o3 I sinl/!l II cosl/!21 dQS 
+ (103 I sinl/!lll sinl/!21 dOer = 121T 2, 

(J03IX 2(1/!1)llsinI/!2I dQS+ (fo3IX2(1/!1)llcoSI/!2IdQcY 

= 32 (fo'IX2(ij!1)1 sin<l\ dl/!IY::; 161fIIX211
2. 

The expressions (12.20) and (12.21) can be substan
tially simplif ied. First, we note that for any function 
Y, 

fo2' Y[cos(ij! - B2), sin(1/! - 82)}N 

= for [Y(cosl/' , sinl/') + Y(cosl/' , - sinl/'»)d</>. (12.30) 

Thence it can be shown from (12.20) and (12.21) that if 

A(8
1

, ij!J= for C~/2(cosBI cosl/'l + sinBI sin i/\ cosl/')dl/' , 

(12.31) 

B(Bp 1/'1)= fo' C~/2(cos81 cos</\ + sinBl sinl/'l cosl/') cosi/Jdi/J, 

(12.32) 

then 

+ (0, cos 82 , sinB2) for B( B"I/'I) sin2i/Jl dl/'p 

( 12.33) 

(12.34) 
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Hereafter, we appeal to the following rules (Ref. 12, 
Secs. 4.2,4.3,4.8): 

(12.35) 

=P m(cos01)P m(cosl/JJ 

f.;m (m -l)! 1 ) 1 ( ) () + 2 ( 1)' Pm(cos01 Pm cosI/J1 cos N , 
-1 m+ . 

(12.36) 

with 

p~m= (-1)/(1- ~2)1/2 dlpm(~)/d~/, (12.37) 

an associated Legendre function which, in particular, 
satisfies the orthogonality relations 

e pr (OPI(~)d~= 2(m+ l)! 
)-1 m k (2m+1)(m-l)! 

(k=m),O(k*m). (12.38) 

From (12.31)-(12.35), we immediately note that 

(12.39) 

Henceforth, we assume that the integer m ~ 1. Using 
(12.35) and (12.36), (12.31) and (12.32) yield 

A(e1, I/Jl) = 1TPm(COS el)Pm(cosl/Jl) , 

B( 01' 1/J1) = 1Tm-l (m + 1tlP~ (cos °1 )P~ (cosI/J1)' (12.40) 

Whereupon, via (12.35), (12.37), and (12.38), (12.33) 
and (12.34) reduce to 

X~1)(x)=21T3hX, X~l)(x)=O (m~2), (12.41) 

(2)(A)_ 1T3/2(2m+ 1) 1 ( ) 
Xm x -12 m(m+1) Pm cosOl 

(12.42) 

On account of (12.39) and (12.41), (12.19) leads to 
A 

P _ x [2( 2 2 2t2) 2 2 2] 1-8(rlxl)2 r+x-cl -K-CIT, (12.43) 

a radial vector with spherically symmetric magnitude; 
it is generally irrotational. The final solution for c1 ~ 
is determined from (12.24)-{12.26) accompanied by 
(12.27) and (12.43). In view of (12.14), the weak field 
e1 must also be irrotational. Now, the strong field Pl 
exists only within the hyperconicallayer D~), wherein 
X= 0 is normally never encountered (Fig. 4) except 
when t = c;1r (Fig. 6). At this instant, (12.43) reveals 
that P1 acquires an inverse square singularity at x=O, 
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No singularity occurs, however, if K = 0 = T, corre
sponding to a singular radial force component that acts 
impulsively from an infinitesimally thin spherical sheet. 

Owing to (12.39), the inner series for v= 2 in (12.19) 
effectively starts from m = 1; the coefficients X~2) (x) 
should be directly computed from (12.42). The latter 
indicates that the strong field P2 acts azimuthally with 
an axisymmetric magnitude. Therefore, P2 is sole
nOidal, and so is the weak field e2 by virtue of (12.13). 
The solution for C2U 2 is now complete and is expressed 
by (12.24)-(12.26) accompanied by (12,19) and (12.28). 
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Invariant properties of n -point functions and n -point 
functionals connected with the translational invariance of 
the formal measure 
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We discuss invariant properties of the generating functionals resulting from the translationally invariant 
formal measure used to define these functionals. The functionals considered depend on functions defined 
on five-dimensional space, and we relate to them n -point functionals and n -point functions. We derive 
equations for the above quantities, and we consider the connection with four-dimensional n -point 
quantities. 

1. INTRODUCTION 

Many observations point out that enlarging di
mensions of considered quantities usually leads to 
the simplification of the formalism. For example, 
using the generating function which depends on two 
variables is the important step in the construction 
of the Hermitian polynomials dependent on one vari
able only. As a second example see Refs. 1 and 2, 
where the five-dimensional formalism enables one 
to use a statistical description of classical fields 
to the quantum field theory. 

In this work we consider the functionals dependent 
on the functions defined on the five-dimensional 
space. This enlarging of dimensions is due to the 
fact that a local interaction is included in the argu
ments of the considered functionals. In this way we 
obtain the functionals in which translational invari
ance of the formal measure used to define the con
sidered functionals leads to direct consequences. 

In Sec. 2 we show that the two infinitely dimen
sional Abelian groups appear in this context. We 
construct here the functional Gj[U] which has invari
ant properties similar to Bloch's theorem in solid 
state. In quantum field theory such a functional leads 
to the n-point functions without vacuum divergences. 

In Sec. 3 we derive equations for n-point functions 
and n-point functionals connected with the functional 
J[U] which leads to formulas with vacuum diver
gences. However, in this case relations between 
n-point quantities defined on R4 and R 5 spaces are 
most simple. We also give in this section a schedule 
of a self-consistent method that can be used to calcu
late the n-point functions. 

In Sec. 4 we consider the structure of the generat
ing functional Gj[U], which is related to n-point 
functions without vacuum divergences. 

2. THE TRANSLATIONAL INVARIANT FORMAL 
MEASURE 

In Ref. 1 we have introduced, instead of the usual 
generating functional Ttj], a more general one which 
may be used simultaneously to describe the different, 
self-interacting scalar fields 

J[U] = J oep exp{~i J dx dy ep(x)K(x, y)ep (y) 

+iJ dXU(w,x)o(w- ep(x»}. (2.1) 

Here XER4, ep is one scalar field, oepcr: fIxdep(x). We 
see, therefore, that J is the Gaussian type functional 
defined on functions U(X) with x from the five-di
mensional space R5, x= (w,x). After transformation 
of the variable ep, 

(2.2) 

taking into account the translational invariance of 
the formal measure oep, we get the formula 

J[u] = exp(ihKh/2) J oep exp{~iepKep 

+iJ ~[wJ dyK(x,y)h(y) 

+U(w+h(x),x)]o(w-ep(x»}, (2.3) 

which, after introducing the operator 

(AP) (X) = U(w + h(x), x)+ w JdY K(x,y)h(y), (2.4) 

can be described as 

J[U] = exp(ihKh/2)J[AP] 

with any h. 

(2.5) 

This relation describes the property of the func
tional J connected with the translational invariance 
of the formal measure used in the definition of 
(2.1). It is worthwhile to notice that in the case of 
the five-dimensional formalism the above invariance 
can be described by means of transformations of 
functions U only. 

Now we introduce the two infinite dimensional 
Abelian groups of transformations depending on 
functions h, 

(rhU)(X)=U(w+h(x),x) (2.6) 

and 

(2.7) 

with the help of these one can express the trans
formations (2.4) as 

(20.8) 
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The inverse operator 

r;;1 = r_h 

and 

B;;1 = B_h• 

Hence 

A-,/ = r _hB-h' 

Now the relation (2. 5) is 

J[U] = exp(ihKh/2)J[Bhr hU] 

or 

(2.9) 

(2.10) 

(2. 11) 

(2. 12a) 

(2. 12b) 

The functional representations of the corresponding 
groups of transformations are 

(2.13) 

and 

B,![U]=J[BhU]. (2.14) 

Because transformations r h and Bh are Abelian 

rlfrh=rlf +h, BIfBh=BIf+h' (2.15) 

their representations are also Abelian 

tlf rh= flf+h' BIfBh=BIf+h' (2.16) 

With the help of generators of transformations 

fh=exp(h, r), Bh=exp(h,m (2.17) 

where 

(h, f) == .f dx h(x) r(x) 

= .fax h(x) Jdu:w(aU(w,x)/aw)O/6U(w, x) (2. 18a) 

and 

(h, B) = J dx h(x) J dw dywK(x,y)%U(w,y). (2. 18b) 

The hat over quantities means here that they act in 
the space of functionals. 

The equality (2. 5) may be now described as 

r_hJ= exp(ihKh/2)BhJ (2.19) 

or 

J= exp(ihKh/2)r~,!. (2.20) 

These relations exhibit the structure of transforma-
ions describing invariant properties of the function

al J resulting from translational invariance of the 
formal measure ocp. Concerning the possible solu
tions of Eqs. (2.5) or (2.20) one can say that if the 
functional G solves equation 

G [U] = G [AhU] 

and J solves (2.5), then the new functional 

J' [U] = G[U]J[U] 

(2.21) 

(2.22) 

also solves (2.5). Also any superposition of two 
solutions of (2.5) is again solution of (2.5). The 
functional G can be constructed from J in different 
ways, e. g., 
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G W] = f(J* [U]J[UJ) , (2.23) 

where f is any function. 

By means of any operator A which commutes with 
operators Ah 

lA, Ah]= 0, (2.24) 

one can construct the functional G as follows 

G[U]=J[Ul!J[AU]. (2.25) 

Now with the help of the functional J defined by 
(2. 1) and transformations defined for any U as 
follows, 

(2.26) 

we introduce the new functional Gj which parametri
cally depends on functions j and which leads to the 
normalized generating functional for time ordered 
Green's functions in QFT, 

(2.27) 

To obtain the behavior of this functional with respect 
to transformations Ah we first calculate the com
mutator [A j , Ah], 

(AjAhU) (w, x) 

= U(w + h(x), x) + w J K(x, y)h(y) dy - wj(x), 

(A~jU)(w,x) 

= Ah(U(w,x) - wj(x» 

= U(w+h(x),x)- (w+h(x»j(x) 

+w JK(x,y)h(y)dy. 

It means that 

([AJ' Ah]U)(w, x) = h(x)j(x). (2.28) 

Taking into account the property of the functional 
J, 

J[U+g)=exp[iJ dxg(x)]J[U], (2.29) 

that is true for any g which does not depend on w, 
we obtain from (2.28) and (2.5) 

Gj[AhU] =J[AhUl!J[A~P] = exp[- i(h,j)]Gj[U] 
(2.30) 

with 

(h,j)= J dxh(x)j(x). 

The equality (2.30) resembles in some way Bloch's 
theorem in solid state, where wave vectors k are 
replaced by functions j(x) and translations are re
placed by transformations Ah(2.4), describing the 
different symmetry of the infinite dimensional 
"crystal" by means of different K. For 

U= wj(x) + L int(W), (2.31) 

Gj [U]IU=<2.31l==TNU]=T[}l!T[O] [see (3.9)], 
(2.32) 

is the above-mentioned normalized generating fune-
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tional describing one, scalar, quantum field with the 
action integral 

L= ~.rdxdy cp(x)K(x,y)cp(y) + f dxLint(CP(x». (2.33) 

3. n-POINT FUNCTIONALS AND n-POINT FUNCTIONS 

From the physical point of view, n-point functions 
generated by considered functionals are much more 
interesting than functionals alone. 

n-point functionals connected with the functional 
J are 

(3.1) 

The relation (2. 5) may be described with the help 
of them as follows: 

JrX1t ••• ,x/U] 

== exp(ihKh/2)f dY(n)J[Y1t ••• , Y/ AhU] 

x O(AhU)(Yt)/oU(Xt)'" o (AhU) (y,)/oU(xn) 

+ h(xn),x/ AP], (3.2) 

where we have used the formula 

6(AhU)(w', y)/ OU(w, x) 

= o(w' - h(y) - w)o(y - x). (3.3) 

After differentiating (3.2) with respect to h= 0 we 
get relations between n-point and (n + I)-point func
tionals connected with the functional J, 

= - f dz J[.xh ••• ,xn' z/U] o (AhU) (z)/ oh(y) I h=O 

= - f dzJ[.Xh"· ,xn' z I U]{U'(z)o(z - y) +wK(Z,y)}. 

Hence we get 

= - f' dz J[Xh ••• ,X ,z/U]{U' (z)o(z - y) + wK(z, y)}. 
. n 

(3.4) 

Here we remember again that x means vector from 
R5, z=(w,z), u'(Z)==(a/aw)u(z). Further restric
tions for n-point functionals will be obtained if we 
calculate higher derivatives of (3.2). 

Now we consider the special case of the n-point 
functionals, namely 

'" '" '" '" / ]1 T[xt,.··,xn/j]==J[Xt,···,xn U U=wj(x) .. Lint(w)' 

(3.5) 

where Lint is fixed function and j plays the role of an 
external source appearing in the usual formulation 
ofQFT. We get from (3.4) 
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n 

6 6(y -xk ) a~ T[Xh'" ,x/j] 
k=t W k 

+wK(z,y)}. (3.6) 

n-point functions connected with given n-point func
tionals are generally defined by putting the function 
variable equal to zero. 

We have, e. g •• 

T(Xt ••• " x,) == T[xt • ••• , x/j]lj=o • (3.7) 

From (3.6) the following equations are obtained 
for them: 

= - f dz T(xt, ••• ,xn' z)fL Int (w)o(z - y) + wK(z - y)}. 

(3.8) 

The unnormalized functional T, generating time
ordered Green's functions with vacuum divergences, 
is defined by means of the functional J [see (2.1)] as 
follows, 

T[j] == JW]/ U=wj(x)+ L int(W) 

= f ocp exp(icpKcp/2) exp(iLint[CPJ) exp[i(cp,j)]. 
(3.9) 

The n-point functionals connected with Tare, as 
usual, defined atl 

T[xh'" ,x/jl= onT[jl!oj(xt)'" oj(xn)' 

Hence and from (3.5) we get 

T[x1t ••• ,x/j] 

(3.10) 

(3.11) 

We obtain a similar expression for n-point functions, 

T(x1t ••• ,xn) 

(3. 12) 

The last equality reveals the true meaning of the 
n-point functions T(Xt, ••• ,xn) defined on the Car
tesian product of n five-dimensional spaces R5. 
n-point functions T(xt, ••• ,xn), after removing vac
uum divergences, amputating, and passing to mo
mentum space, describe scattering processes. 

From the definition of the n-point functions 
T(Xh ••• ,xn) one can derive the other's relations 
to the n-point functions T(xt, ••• ,xn), e. g., 

n 

(3. 13a) 

I~ A J A A) TI.'<1t •••• xn) = - i dWn+t T(i\, ••• 'Xn+t • (3. 13b) 
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It is easy to prove with the help of (3. 13) that (3.8) 
leads to Schwinger's equations for the n-point 
functions T(xt, •• " x n). 

The equations of the type (3.12)-(3.13) may be 
treated as a kind of consistency condition which does 
not depend on dynamics imposed on the functions 
T<Xt> ••• ,xn) fulfilling Eqs. (3.8). However, in the 
first approximation one may try to solve the Eqs. 
(3.8) without these conditions. For lowest n-point 
functions we have the following equations 

=- j'dZT(xt>z){Lint(w)o(z-y)+wK(Z,y)}. (3.14) 

Because of Poincare's invariance 

T<Xt ) == i j' ocp o(Wt - cp (Xt» exp(icpKcp /2)+ iLnt[CP] 

does not depend on Xt. Introducing 

-00 T(Xt) ==j(Wt) 
Wi 

we rewrite (3. 14), 

o(y -Xl)j(Wl) 

(3.15) 

= - I dz T<X1, ;){[ int (w)o(z - y) + wK(z, y)}. 
(3.14') 

Here Xl = (wt> Xt), z = (w, z), and j(w) is the unknown 
function of w. Fixingj in some way, one can try to 
find from (3.14') the two-point function T(Xt,x2) in 
agreement with relativistic invariance, with spectral 
condition and symmetric condition 

A A) I~ ") T(Xtt X2 = Tv< 2,Xt , (3. 16) 

(3. 17) 

The last property suggests that a kind of self
consistent method can be used to calculate the two
point function T<Xt>X2)' We postulatejU)(w) and cal
culate from (3.14'), T(j)(Xt,X2)' After that we 
calculate 

and from (3.14) we calculate T~~~t;~). If such a 
procedure is convergent we see that 

fulfills Eq. (3. 14') and condition (3.17) with 

j(Wt) == - i lim ~ fdW2 T(j)<Xt> X2)' 
j~"" Wt 

4. THE STRUCTURE OF THE FUNCTIONAL Gj 

(3.20) 

The functional Gj[U] introduced in Sec. 2 defines 
the generating functional T NU] [see (2.32)] which 
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does not contain the vacuum divergences. Because 
of (2.30), the n-point functionals 

== onG ·Wl! oU<Xt ) ... oUr; ) 
J n 

fulfill [analogous to Eq. (3.2)], 

Gj[Xt, ••• ,x/U] 

= exp[i(h, j)]G j[Wt + h(x1), xl;' •• ; wn 

(4.1) 

+h(xn),xn/AhU]. (4.2) 

Differentiation with respect to h = 0 now gives 

i.j(y)Gj[Xtt ••• ,x/U] 

+to(y-xk ) ",0 G j [X1t •• .,xn/U] 
k;o1 uW k 

f [A A A 

=- dzG j X1,""xn,z/U] 

x {U'(z)o (z - y)+ (,)K(z ,y)}. (4.3) 

However the n-point functionals related to the 
functional G j have no simple connection with n-point 
functionals and functions of the functional TN [j]. 
Another new functional Z defined by the relation 

J[U] = exp(Z[U]), 

exhibits the other features of the functional 

Gj[U]== J[Ul!J[AjU] 

= exp(z[UJ)/exp(Z[ApJ). 

(4.4) 

(4.5) 

We can expand the functional Z[AjU] in a Volterra 
series at U, because from (2.26) 

(AjU)(w, x) = U(W, x) - wj(x). 

We get 

Gj[U]=exp {- B (- ~)n 
n=1 n. 

x f dX(n)ZCX1> ••• ,xn/U]wJ(Xt) ••• WJ(Xn)} • 
(4.6) 

Since Z from (4.4) and (2. 5) has the following sym
metry property, 

(4.7) 

n-point functionals ZCX1> •••• x/ U] fulfill the same 
equations as (3.4). The n-point functionals 

r:': A] A A I 
ZVt1> ... ,X/j ==Z[X1' .. ·.X/U] U=wj(x)+L <w) 

int 
(4.8) 

fulfill the analogous Eq. (3. 6) 
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+ Lint (w»6(z - y) + wK(z, y)}. (4.9) 

Now we see that 
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T NU] = G jlU]/ U=wj+ Lint 

{ 
~ (- l)n f A [A A / 1 =exp - L..J --,- dX(n) Z Xi> ••• ,xn j 
n=t n. 

X wJ(xt) ••• Wni(x,)} 0 (4.10) 
I 

lJ. Hanckowiak, J. Math. Phys. 16, 1524 (1975). 
2J. Hanckow[ak, Preprint No. 333, University of Wroclaw 
(1975). 
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A geometric theory of charge and mass 
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A geometric model of a charge is constructed by defining several geometries on the same spacetime 
manifold. A Riemannian geometry describes the vacuum. On the same spacetime, two Weyl geometries 
are constructed for the charge description. The geometries are constrained by a variational principle. 
Energy conservation requires the equality of active and passive mass. Chargeless particles have essentially 
no mass. The treatment of radiation relies on the approximate nature of the wave equation. Variable mass 
terms in the wave equation cause the 2S-2P levels in hydrogen to separate by 30 000 Mhz. This 
unobserved transition together with the lack of spin sets a limit to the correspondence of the model to real 
electrons. 

I. INTRODUCTION 

The general theory of relativity provided support for 
the viewpoint that the course of events which physiCS 
describes can most simply be expressed as the result of 
geometric constraints on a spacetime manifold. This re
port extends the geometry and the constraints so that 
the geometry itself provides the physical description of 
charges. 

Basic to the model is the observation that several dif
ferent geometries can be constructed on the same mani
fold. On spacetime a Riemannian geometry is defined to 
describe the classical gravitational vacuum. Several 
WeyP geometries can then be defined to describe the 
charges, We use two Weyl geometries per charge, The 
metrics of the Weyl geometries are conformal to the 
metric of the Riemannian geometry. The conformal fac
tor is essentially the density of the charge, Since char
ges in matter are localized, nonzero lengths in the Weyl 
geometries occur locally. Thus the Weyl geometries are 
trivial except in the neighborhood of the charge. The 
only geometry to have long range effects is the vacuum 
Riemannian geometry 0 

The number of Weyl geometries per charge was de
termined by the effects in our theory caused by gauge 
dependence, The notion of gauge and of gauge invariance 
was introduced by Weyl and is implicit in his geometry. 
Our theory relies heavily on the gauge dependence of the 
field equations, This dependence requires a unique 
gauge to be determined by the physical interpretation. 
Gauge variables are present in both the form of the 
electromagnetic current and the form for the mass. The 
current is linear in the gauge terms and the mass is 
quadratic, The phYSical interpretation requires the 
gauge terms in the mass formula to remain, but the 
terms in the current must vanish. To do this, we use 
two Weyl geometries to describe the charge, their 
gauge terms being additive inverses. This device gets 
rid of the unwanted terms in the current since they are 
linear, and cancel, yet keeps the required quadratic 
terms in the mass formula. Therefore, to have the 
proper phYSical interpretation, two Weyl geometries 
are required to describe a single charge, 

The conformal scalar curvatures of the Weyl geome
tries must be modified to use in the variational prinCiple, 
The field equations consist of a Klein-Gordon type equa-

tion for the charge motion and the source equations for 
gravity and electromagnetism, Conservation of energy 
and charge follow from identities, All the equations are 
covariant, but none are gauge invariant. 

Inherent in the construction of a Weyl geometry is an 
electromagnetic vector potential. This is assumed to 
contribute additively to the total potential of the vacuum. 
To avoid self-energy problems, the potentials of the 
charge geometry is assumed to be due to other sources, 
Thus radiation is carried away by a different potential. 
These assumptions are not time reversal invarianL 
Furthermore, radiation and conservation of energy to
gether require a change in the state of the charge, since 
energy radiated must be lost by the charge, By assump
tion, only the external vector potential can change the 
state of the charge. Therefore, to treat radiation, we 
must assume the wave equation is not exact, relying in
stead on the source equation and conservation of energy 
equation to describe the radiation, 

The usual concept of mass includes two separate no
tions: mass as the source of gravity and mass as inertia, 
known as active and passive mass, respectively. 2 Pas
sive mass enters in the wave equation; active mass oc
curs in the energy equation of gravity, Each type has a 
rest mass which is a constant in the theory 0 Their 
equality arises as follows, The energy an atomic elec
tron absorbs from the external field changes its active 
mass, The amount of energy lost in radiation can be 
found from the conservation of energy equation and the 
electromagnetic source equation. These two energies 
must be equal if an atom that absorbs radiation and sub
sequently emmits radiation is not a source or sink of 
energy, The formula for the radiated energy contains 
the ratio of active rest mass to passive, This ratio must 
be one if the atom is not a source or sink of energy 0 

This is a theory of electromagnetic charges, i, e" 
electrons. But the theory is spinless, so the charges do 
not reproduce the behavior of electrons. The question of 
many charge statistics is tied to spin, so we treat only 
the single charge. The fine structure of spectra is also 
linked to spin so the details of spectroscopy cannot be 
reproduced. Further evidence of this failure is the pre
diction of a 30 000 Mhz shift in the 2S-2P levels of hy
drogen. This shift is due to variable mass terms in the 
wave equation. 
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The difference with previous geometric models of 
charge are apparent. We avoid singularities by spread
ing out the charge as in wave mechanics, Geometric 
models of point charges have used unusual topologies to 
represent the inherent singularities of point sources, 
for example, the multiconnected topology due to 
Wheeler. 3 Breaking gauge invariance is basic to our 
approach. Weyl4 required this invariance in his theory 
of electromagnetism, FlintS used the conformal factor 
in a Weyl geometry as the square of the wavefunction, 
but failed to employ the concept of many geometries on 
the same surface. 

Weyl's geometry has appeared to conflict with funda
mental atomic phenomena, Given an atomic clock and 
the speed of light, a well-defined unit of length is de
termined, Weyl's geometry rests on a concept of inde
terminate length, The way to avoid this conflict is to 
introduce several geometries: In one atomic lengths are 
fundamental; in the others Weyl's geometry holds. In 
our theory, the Riemannian geometry of the vacuum 
measures atomic lengths, and the Weyl geometries are 
localized to atomic dimensions, as discussed above, 
Dirac6 has used two metrics: one measuring length with 
the atomic standard, one to which Weyl's theory applies. 
He uses the Weyl geometry to describe effects of the 
large numbers hypothesis. 

Since Weyl's geometry may be unfamiliar, we provide 
a quick derivation of the results needed here, Following 
this is the variational principle and the discussion of the 
field equations, 

II. GEOMETRY 

Riemannian geometry in the limit of zero curvature 
reduces to Euclidean geometry, In particular, vectors 
of equal components have equal lengths, Weyl's geo
metry retains curvature in the limit of a Euclidean 
metric, The lengths of two vectors located at points on 
the manifold separated by coordinate differences, dx', 
differ according to the formula 

dl= l(a o dx), (1 ) 

where a' is a vector and 1 is the Riemannian length of 
the vectors, Thus, even when the Riemannian curvature 
is zero, the affine connections cannot be null. The vec
tor a' was interpreted by Weyl as the electromagnetic 
vector potential. 

To derive the affine connections, recall that, in 
Riemannian geometry with metric g",a, the equation 
d(l2) = 0 suffices. For a vector with components V', this 
means 

(a.g ",a) V"'Vadx' + g o<a[a.(V" va) ]dx' = O. (2) 

In Weyl's theory, 

d(12) = 12(2ao dx) = 2a.g ",a V"'Vadx" 0 (3) 

If (- 2a. + a .)g ",a replaces a.g aa in the formula for the 
Christoffel connections C;y, we have the affine connec
tions r;y of the Weyl geometry. 

Weyl did not want a conformal transformation of the 
metric to affect the intrinsic geometry of the manifold. 
It is clear from the above derivation that the following 
leaves the affine connections unchanged, 
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(4) 

That follows because 

U(-2a.+il.)g",a=(-2a.+il.)gaa, (5) 

and the factor U cancels out of (3). 

Calculating the Weyl scalar curvature W, using the 
affine connections r;r with the metric g <>a yields 

W=R+6a2 _6((_g)1/2a.),. /(_g)1/2 (6) 

where7 g=det(g aa) and R is the Riemannian scalar cur
vature of g a8' In terms of the metric g aa the quantities 
become 

and 

Combining equations to obtain the conformal scalar 
curvature, we have 

-_W 6a2 6{(_g)1/2a·),. 
R- U--U+ (_g)1/2 

(7) 

(8) 

The last term on the right becomes a divergence in the 
action principle integral; thus it has no affect on the 
field equations and is dropped from the following 
equations. 

Assuming the vector a' has pure imaginary compo
nents, and aO has an imaginary part, R is kept real by 
replacing the following: 

2 I 12 -2 1_1 2 
d' 0 a - a , a - a , an a;. = , (9) 

Altogether, 

R= (1/U)(R +61a1 2 
- 61al\ (10) 

where R is the scalar curvature of the metric gaa' 

The last formula for R must be modified to serve as 
Lagrangian, To do this, use the replacement, 

71. = a. + a .In I u I-a. = a. + a .lnu, 

where lu 12 = U. 

(11) 

Therefore, R with this change is the scalar curvature 
when u is real. 

The modification can be described in another way 0 

Notice that 71. is the result of a conformal transforma
tion from the vacuum metric to the charge metric. The 
inverse should give the vector potential that the charge 
would predict for the vacuum, call it avo' 

av.=71. - a.ln lu I =a. +a.lnu - a.lnlu I =a. 

+ilmil.lnu, 

where i=)=-Tand ImX=(X -X*)/2i. (12) 

If we take avo as the vector potential of the vacuum, 
the modification is to replace the a. in the term 6a2

/ U 
by (a

v
• - ilmil.lnu), in (10), From this point of view it is 

clear R is no longer the scalar curvature since we use 
two different gauges for the same potential in the formu
la for R. To emphasize the change, we define 

S=(1/U)(R+6Iav I
2 -61(11 2

). (13) 
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Notice that if a Weyl geometry and the Lagrangian S 
are used for the vacuum, then the constraints on the 
vacuum metric are unchanged if 11 = 1, since then S = R. 
Furthermore, this is a rigorous way of introducing a 
vacuum vector potential to the geometry 0 The total vec
tor potential in the vacuum CPa is assumed to be the sum 
of the charge geometry potential plus a vacuum geome
try contribution yo 

(14) 

The field equations depend on which form of ao is varied 
in the Lagrangian; we chose avo' 

The vector ao of Weyl's theory must be allowed only 
purely imaginary numerical components, To justify this 
assumption, consider a point charge electron in circular 
orbit about a point charge proton. 9 Calculate the change 
in length after one revolution, Select those orbits for 
which there is no change, 

#dl/ l = 27Tni, where n is an integer. (15) 

For the case considered, ao has only a time component, 
- ke/ r, where k is constant, e is the proton charge, and 
r is the distance from the proton. Then, applying clas
sical mechanics to cancel radial forces and using (1), 
we find 

(16) 

If k=± ie/fl, 10 then the radii selected are those of Bohr's 
model of the hydrogen atom. This is the justification for 
assuming ao is purely imaginary 0 

III. FIELD EQUATIONS 

The field equations result from a variational principle 
constructed from the scalar curvature R of the 
Riemannian geometry, the modified forml! S of the 
curvatures in the Weyl geometries, and the square 
of the electromagnetic field. Only the case of one charge 
is derived; thus two Weyl geometries are needed, la
beled by a preindex. The Lagrangian is 

L=(R+cf2)(-g)'/2+tb .5(- .g)1!2 (17) 
• j::.1 J J , 

where c and b are constants, and f",~ = cp""s - cp~. "" where 
cpo is the total potential in vacuum. 

The field equations are covariant, but not gauge in
variant, This last property is used in the physical in
terpretation. Specifically, the equations are written 
with these substitutions: 

jU =jvexp{i jP'x) and jav=a~-ijPO for j=1,2, (18) 

where the vectors jP are constant, and a~ is the same 
for both particle component geometries. A more com
plete description may require a more general transfor
mation, Each jU may be thought of as an amplitude mod
ulated plane wave, The field equations are labeled by 
the function varied, 

ju*Eq.: O=(R/6+ Ijav!2)jV 

+ (_g)-i/2 (a~ + il",)gC>!~(_ g)1/2(a~ + (
8

) jV, 

(19) 
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where q=3bi/47TCk, 

gEq.: O=(1+EbP)G"8_87TCk2T~! 

where 

2 

+ b6{(g"'SDp _P;";S) 
jd 

+ 6 jU(jP" jpS + 2ia' ("'Im(il 8) In jll) 

_ il ("In jv*aS)ln jt') - 3 jU g"'S 

X [(jp)2 + 2ia'. Imaln jV _ laIn jt' 12]), 

DU=U;o;a' FC>!8==1"'8/k, GC>!"=RC>!"_iRg C>!6, and 

(20) 

(21) 

T~!=- (1/47T)(F"'~F~0 - tg"SF2), (22) 

We have kept the notation jU because jU = I jV 12. The 
jU* equation may be rewritten in a simpler form, 

(23) 

The charge density of the source is spread out over a 
volume of space as a glance at (20) shows. If one sec
tion of this density were to be repelled by another sec
tion of the charge density, there are no external forces 
which could hold it together, It must be assumed that the 
charge reacts to that part of the vector potential which 
has other charges as its source. Accordingly , a'a is 
assumed to be the external vector potential and yo is 
assumed to be the vector potential arising from the 
charge itself. This assumption destroys the time inver
sion symmetry of the theory, If a charge absorbs energy 
from the field corresponding to a' 0' the inverse process 
is the emission of energy from the charge to the field 
due to a'o' This means Yo and a'o are the same. But 
then a' 0 has the charge as part of its source and the 
charge blows up. Therefore, time inversion symmetry 
fails. 

There are two identities which must be satisfied. 
Since FC>!~ is antisymmetric, the divergence of the cur
rent j" is identically zero, 

2 

j". =O=6Im(u*D .u). (24) 
• (] j=1 J J 

Together with the jU* equation, this implies 
2 

j;1(jU ja~);o = O. (25) 

Care must be exercised so that jU and Pvo satisfy this 
equation. 

The divergence of G"s is identically zero, so 

2 

0=- 87TCk2T"s + b6 [U (G"s + R"'s + .p Ot .pB 
em; 8 j=l J '!3 1 1 

- i gC>!S(jp)2) + 6i ofC>!S ImC1'*ila jV) 

- 6i jU' "a" Im(illn jV) _ 6(0 ('" j1'*( 8 ) j1' 

- %gOt~ 1 0 jt' 1\8]' (26) 

IV. MASS AND CHARGE 

The mass M and charge - e are defined as the volume 
integrals of the time components of the particle stress
energy tensor T;8 and the current vector j", respec
tively: 
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M= J T~od3X and - e= J jOd3x, 

where 

(27) 

(28) 

Since the amount of mass and charge is defined in terms 
of one component of a tensor and vector, the result de
pends on the coordinate system of the observer, The 
only well-defined coordinate system is the rest frame 
of the charge. Therefore, we assume the expectation 
value of momentum is zero. However, the kinetic ener
gy of the charge need not be zero, for example, if the 
charge is the electron in a one-electron atom. The 
treatment is further simplified by considering the 
wavefunctions jt' to be eigenstates of energyo Equation 
(25) will then be satisfied if (I' 0 has only a time compo
nent. The mass is spread out over a volume much lar
ger than the Schwarz schild limit. This is obvious, since 
nuclei are the tightest binders, and atomic electrons 
are spread out over volumes of radius many times big
ger than the Schwarz schild radius, Thus we assume 
g"S is the flat space metric and 

(29) 

Before evaluating the mass and charge, certain prob
lems with the form of the current must be eliminated. 
If the particle at rest is to have no current, the follow
ing terms of (20) must be zero: 

(30) 

Assuming equal normalization of components, we have 

(31) 

By thinking of jll as amplitude modulated plane waves, 
the carrier waves are complex conjugates of each other. 
Thus, 

J 71* ud 8'(= r v* vexp(2i p' x)d 3x. (32) 
1 2 ..., 1 2 2 

The wavelength of the plane wave will turn out to be 
roughly tnl m, which is 10-2 A for electrons. Changes in 
,1'* 21) are on the order of angstroms, so the integral is 
approximately zero. This near orthogonality mimics 
that of the spin components in elementary quantum 
mechanics. Here, however, the wave equation (19) does 
not mix spin components, so there are no spin effects, 

Returning to the mass and charge evaluation, using 
(31), and assuming bp and R negligible, one finds 

M = (3b vi 47T)(pn)2 + (3bl 47T) J/,*Ll. / d 3x. (33) 

where tV=J.Ud3x, (pn)2=(jpn)2, Ll.v=v;n;n, and the sur
face of the vblume of integration is far from the charge 
so that divergences in T~o integrate ouL The constant 
term on the right in (33) is the active rest mass Mo' 

,VIo = (3b vi 47T)(pn)2. (34) 

Keeping only the lowest order terms in (19) implies 

(35) 

The charge is approximately 

-e=tV(,w+ 2w). (36) 

Multiplying by (,W- 2W) implies lW=2W=W, 

To evaluate the constants of the theory, assume (19) 

616 J. Math. Phys., Vol. 19, No.3, March 1978 

is an approximate form of the Klein-Gordon equation 

(37) 

where Ao is the electromagnetic vector potential. There
fore, 

(38) 

Note that this value for k agrees with the Bohr atom 
treatment in Sec. II. Comparison of Eq. (21) with the 
general relativity result for electromagnetism, shows 
ck2 = - 1. Now the constants can be determined: 

w=±mlli, bV= ±47Tn2/3m, (pn)2=±mMoln2,ck2=_1, 

k= - ie/n, and (P0)2 =w2 + (pn)2 = (m 2In 2)(1 ± Maim), 

where m > O. (39) 

Notice that negative w implies negative rest mass M o, 

since (pn)2> O. Antiparticles are well known to exist, 
and can be interpreted as negative energy states. To 
include such species, we need only expand the two Weyl 
geometry theory to four, two having positive wand two 
negative. Wave components with opposite w's can be 
considered orthogonal in many cases. 

Jv* Vd3X =Jexp(2i wt), 
1 3 3 

(40) 

where J is a function of position and time, t. If the 
function J does not change appreciably in the span of 
time on the order of II w = 1O-2os, then, averaged over 
a few such time spans, (40) shows the effective ortho
gonality of components with opposite w's. 

A four component wave function is most natural to 
describe charge. The need for a two-component theory 
can now be seen to arise because the constant vector 
po is needed so that the rest mass of the charge is non
zero, (34), but yet the electromagnetic source cannot 
have a constant part essentially independent of the 
wavefunction, (20). The mass depends on the square of 
po, and the constant part of the current is linear in po. 
Thus, having two components with vectors jPO of equal 
magnitudes, but opposite directions, cancels the unwant
ed terms in the current, but retains nonzero rest mass, 
Two more components are needed to include antiparti
cles in the description. 

Two rest masses, m and M o, appear in the equations; 
one is the source of a gravitational field, the other 
measures the inertial resistance to applied force in the 
wave equation. The difference in these two masses has 
nothing to do with the Eotvos-Dicke experiment and the 
equivalence principle. In the absence of electromag
netic and gravitational forces, it is evident from (19) 
that charges follow straight line paths. Covariance of 
the equations requires that in the absence of electro
magnetic forces, charges follow geodesics. Thus the 
path of a charge unaffected by electromagnetism is in
dependent of any intrinsic characteristlc of the charge, 
These predictions are the content of the equivalence 
principle supported by experiment. Thus, first, the 
theory obeys the equivalence principle. Secondly, the 
"gravitational mass" mg arises from Newton's equation 

mi{l=m~/r, (41 ) 

where K is constant and r is the distance from the 
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gravitational source. It may be argued that miJ the 
inertial mass, is the mass m. But the active mass M 
is a factor in K, and is definitely not mr 

For a bound charge, (33) can be put in the form 

M==Mo -2{k.e.), 

1 2 . (n2 ~ where (k.e.)= -vL]J v* --2 Ll. jvd 3x, 
1=' j m 

(42) 

For a one electron atom, the vector potential may be 
assumed to have only a time component, which is in
versely proportional to the distance from the nucleus. 
Application of the virial theorem implies 

M==Mo- 2E, where E is the binding energy, (43) 

Discussion of this effect will be delayed until radiation 
has been treated, 

The discussion of mass would be incomplete without 
noticing that chargeless particles are essentially mass
less in this theory, This follows because charge null 
implies k null implies java null, so 

m == n(R/6)' /2. (44) 

Mesons are "strongly" charged even if neutral electro
magnetically. A discussion of strong charges lies be
yond the scope of this report, so (44) does not contra
dict observation. 

V. RADIATION 

The conservation of energy equation is (26) with ex = 0, 
which we use in the nonrelativistic limit, (29). By using 
(20), (22), and (30), two of the terms combine, 

2 

87TTOB. +L]6bi f OSIm (.v*av)=(87T/k)j (j0S_ fOS) 
em,8 j:l ° J S 1 S ° 

(45) 

where rf <>B = y<>, e. _ yB, ", and r T~~ is the electromagnetic 
stress-energy tensor (22) calculated with rFIXB 

== (l/k)rf IXB , In the derivation of (45), we used the re
sult that a; is sourceless, as previously discussed, The 
cancellation involves the rate of doing work on the 
charge by the field due to a' a' and the rate that energy 
is lost by the field. To see this notice that the term 
OfOB

JB is the Lorentz force. The energy balance between 
charge and field due to a' 0 occurs in detaiL 

Of more interest is the energy emitted from the re
gion of space containing the charge. So we integrate 
over space, assuming the volume of integration large 
enough so that certain surface integrals vanish. The 
expression for the rate of change of energy in the field 
due to Yo' in the volume of integration becomes 

pO~ - ~t ~ J [.U(eOO + ROO + 6(.pO? _ 3g00p2 
r 87T i=1 dt J J 

- 6igOOa"Im(illn jV)) - 6ao jV*ilo jV + 3gD° I a jV nd 3x. 

(46) 

To simplify this, use (23) multiplied by - 3 jV*, (30), 
assume jV is negligible on the surface of the volume of 
integration, and 

(47) 
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All this implies 

po= -.k.t.!!J [6 .U((pO)2 _ w2)]d 3x 
r 87T j.l dt J 

M o ~ d J Ud 3 
= - V f;f dt j x, 

(48) 

If jV satisfy (19), then d/ dt(fPd 3x) =0, implying no 
radiation. This argument requires more faith in the 
wave equation than is justified. Terms for the spin must 
be added before the equation can be regarded as exact. 
We do not consider it accurate enough to deny the deli
cate process of radiation to proceed. With the assump
tion that the coefficients in an eigenfunction expansion 
of the wavefunction depend on time, we explore the con
sequences of the source equation (20). 

Assume a two-level system, 

jV = [c,y,exp(iE,f) + C2Y2eXP(iE2t) ]exp(iwt), (49) 

where cn are real and Yn are orthogonal energy eigen
states of (19) normalized to V/2. Then ci+c~=1, so 
define 8 such that 

c, =sin8, c2 ==cos8, (:, = Bc2 , and (;2 ==- Bc,• (50) 

Even when radiating, the charge of the electron in an 
atomic system should have a constant part, 

(51) 

Therefore, 

(52) 

and 

(53) 

Integrating over all time, the energy liberated is 
(Mo/m)n(E, -E2), In order that the atom not be a source 
or sink of energy, this value must agree with (43), 
Therefore, noticing that V changes in (34), 

(54) 

An evaluation of the current shows the emitted radi
ation has frequency lEI - E21. It is well known that ab
sorption of energy from radiation occurs at the same 
frequency. The total energy absorbed and the total emit
ted in radiative transitions divided by the frequency of 
the radiation is constant, h. Electromagnetic radiation 
from atomic electrons appears in quantized energy pac
kets, in agreement with this result, 

VI. AN ENERGY LEVEL SHIFT 

The effect of the extra mass terms in (19), p' a' and 
a12

, may be treated as a small perturbation, Their ef
fect is greatest when a; is the largest. Therefore, as
sume a one-electron atom. To first order the energy 
change will be 

h 2 2 

!:!..E=- 2mV fjJpa'2 d3 x • (55) 
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The term linear in pcr is zero by (30). If a'cr has only a 
time component, - kef r, then 

6.E= e4Z2(~), where Ils) = ~~ f14.d 3x. (56) 
2m r \r V'];1 r 

Assuming both wave components are the eigenfunction 
belonging to the same level in hydrogen yields a differ
ence in 6.E for the 2S-2P levels 

6.Es - 6.Ep = mZ4 a,4j12, where Cl! = e2/fi, (57) 

The equivalent frequency shift is 3 xl 04 Mhz. A shift of 
this magnitude is not observed. We conclude that the 
theory does not represent the details of atomic spec
troscopy accurately. This is not such a bad failure for 
a spinless geometric theory of charge. 

VII. CONCLUSION 

This paper has discussed a specific geometric theory 
of charge, conceived from the viewpoint that geometry 
itself most simply describes physical events. The sim
pliCity of the geometry is compromised by the necessary 
modification of the Weyl scalar curvatures. The physics 
lacks spin and related concepts. Yet the theory de
scribes, with some accuracy, phenomena ranging from 
the astronomical, with general relativity as a limit, to 
the minute with a treatment of electromagneitc 
radiation. 
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The large time behavior of the superfluorescent decay is investigated by the inverse scattering technique . 

1. INTRODUCTION 

This paper is devoted to the study of the large time 
behavior of the electric field emitted by a completely 
excited finite length sample of nondegenerate two-level 
atoms decaying in the vacuum (superfluorescence). This 
process is described, at the semiclassical level, by the 
equation 

CPtt + CPxt = sincp, (L 1) 

satisfied by the Bloch angle, when the cooperation time 
Tc and the cooperation length lc are taken equal to 1. We 
assume a small initial perturbation E of the unstable 
equilibrium configuration, which turns out to be a key 
step towards the solution of the problem. Indeed, solv
ing Eq. (1. 1) by the inverse spectral transform, the 
Marchenko equations can be treated in a perturbative 
way, the smallness parameter being et1/4 • Our result 
expresses the electric field leaving the sample as r 3/4 

times an oscillating function of t, which appears to be 
in reasonable agreement with numerical computations. 

2. THE INVERSE SPECTRAL TRANSFORM 

We consider the interaction of an electric field with a 
two-level atomic system, described by the Maxwell
Bloch equations 

(2,1) 

where p, N, and [ are the polarization, the population 
inversion, and the electric field envelope respectively, 
and the third row is the wave equation in the well-known 
slowly-varying envelope approximation, describing one
sided (from left to right) propagation. 1 

By putting P = sincp, N = coscp, and [ = CPt, Eq. (2.1) 
reduces to the sine-Gordon equation in the coordinate 
system relevant for nonlinear optics, 

CPtt + CPxt = sincp. (2.2) 

We impose the physical requirement cP - 1T (mod 21T) 
for Ix I - 00, which means that the atoms are assumed 
to occupy the ground level at infinity, 

Equation (2.2) may be solved by the inverse scatter
ing method, with the associated linear problem 

[

- i (~ + 41~ coscp) 

v
x
= _ ;~ sincp +i(CPx + CPt) 

- 4i~ sincp - i(cpx + cpt] 

( 
1 ) v, 

i ~ +4f coscp 

(2.3a) 

. [coscp sincp J 
v t = 4t~ sincp _ coscp V. (2.3b) 

This system follows, by the appropriate change of 
variables, from the analogous one given by Ablowitz 
et al. 2 for the sine-Gordon equation written in light
cone coordinates. It looks very similar to the one con
sidered by Kaup" in his treatment of the same equation 
in laboratory coordinates. We now introduce, for real 
~, the usual Jost solutions of (2. 3a) 

cf>(~,x)-[~}XP(-ikX)' x- _00, 

;p(~, x) =ia2cf>*(~*, x) - [ _ nexP(ikX), 

</J(~,x)-[~]eXP(ikX)' x- +00, 

~(~,x) =ia2</J*(~*, x) - [~}xP(- ikx), 

where 

and 

is a Pauli spin matrix. 

(2.4a) 

(2.4b) 

(2,5) 

We note that, with our choice of the asymptotic con
ditions, cf>(~,x)exp(ikx) and </J(~,x) exp(-ikx) are analytic 
functions of ~ in the upper half ~-plane. The proof es
sentially follows the same lines of Ref. 3 and will not be 
repeated here. For some remarks concerning an al
ternative choice of the asymptotic conditions, see Ref. 
4. 

Let us assume, for </J(~,x), the triangular 
representation3 

</J(~, x) =[~}XP(ikX) + 1~ dS[K(X, s) 

where 

M(x)= 

+iM(X)L(X,S)] exp(iks), 

[ 

. cp 
- Sln2 

cos~ 
2 

cos ~J' 
sin r.f 

2 

Proceeding along the lines of Ref. 3, we get 

(2.6) 

(2.7) 
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t(<Pt+<PX

J 
K(x,y) 

a a 
-+-ax oy 

[ ° 2cos ~J 
= <P L(x,y), 

- 2 cos- ° 2 

together with the conditions 

lim K(x,y) = lim L(x,y) = 0, 
y- +00 "j_ +00 

Kj(x,x)=t(<Pt +<pxl, 

Lj(x,x) =- t cost. 

(2.8a) 

(2.8b) 

(2.9) 

(2. 10) 

(2.11) 

The scattering data are introduced, in the- U!;lual way, 
by 

ct>(L x) =a(~)~ (~, x) + b(~)1fi(~, x), 

¢(~,x) - aW1fi(~,x) + b(~)~ (~, xl. 
(2.12) 

The Marchenko equations are now readily written down 
by 

[_ ~ ~]K*(X'Y) +[~JF(O)(X +y) 

+ 1~ ds[K(x,s)F(O)(s +y) 
x 

(2.13) 

L ~ ~JL*(X'Y) + [n F (ll(X +y) 

+ J ~ ds[K(x, s)F(J)(s +y) + L(x,s)F(Z)(s +y)]:;::: 0, 
x 

where 

L (x, y ) = 2M (x)L (x, Y ), 

and 

F(n)(z)=2~ i d~u~r p(Oexp[ik(l;)z], 

b(O 
pW=aW' 

(2.14) 

(2.15) 

(2.16) 

the contour C starting from ~ = - 00 + iO+, passing over 
all zeros of a(O, and ending at 1;=+00 +iO·. 
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3. THE SUPERFLUORESCENCE INITIAL CONDITIONS 
We now solve the direct scattering problem (2. 3a) 

under the initial data 

{

11 , 

<p(x,O)= 0< « 
~ 11, 

Ix I> l, 
Ix 1< 1 

= 11 - (11 - ~)e(l2 _ x2), 

<Pt(x,O)=O. 

(3.1) 

(3.2) 

Physically, this choice is intended to simulate the 
spontaneous cooperative decay of a finite sample of 
completely excited atoms in the electric field vacuum 
(<pt =0). The small initial Bloch angle ~ provides a 
perturbation of the equilibrium position, necessary for 
the decay process to start. We want to obtain some 
information about the behavior of the electric field leav
ing the sample, i. e., of <Pt(l, t). As a matter of fact, 
this quantity does not depend on the values of the solu
tion for x> l, because-as already emphasized-Eq. 
(2.2) describes only propagation from left to right. 

We quote here only the relevant results (for details 
of derivation, see Appendix A): 

exp(2ikl) [( 1 )2 
aW = 2w(w + ~ + cose/4~) w + ~ +41 

~ ( 1 )2 
X exp(2iwl) cos2 2 + w + ~ - 41 

x exp(- 2iwl) sin2 ~ , (3.3) 

bW = - i (w + ~ + 4
1J (w + ~ - 4

1
1;) 

x sin(2wl) sin~ 
2w(w + I; + cos~/41;)' 

(3.4) 

where ( j /2 
W =wW = e + 1~1;2 +t cos~) . (3.5) 

It turns out that a(O has no zeros, because Eq. (3.5) 
is not consistent wi th the requirement a( 0 = 0. Indeed, 
by solving Eq. (3.5) for 1;, it is easily seen that the 
product of the roots is ~ independent; on the other hand, 
by writing 

cos2i =w2 _(I;_ 4
1
1;f, 

. 2 ~ ( 1 )2 2 sm - - t+_ - w 2 - s 41; , 

the condition a(l;) = ° factorizes into the equations 

2e+2wl;+tcos~=0, 

41;2 cos~ - 4il;w cot2wl + 1 = 0, 

(3.6) 

(3.7) 

for both of which the product of the roots depends on ~, 
thus contradicting our previous statement. 

Equation (2.16), recalling5 that p(l;, t) =p(l;, 0) exp(it/ 
21;), then takes the form 

F(n)(z,t)=- si~~f: dl;GI;)" 

x exp[ik(Wz - 2l) + it/21;] • 
1/ 41;2 + cos~ - (iw/l;) cot2wl 
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Before concluding this section, let us consider the 
following choice of initial conditions: 

cp(x, 0) = 7Te(X2 _l2), CPt(x, 0) =Ee(l2 - x 2), (3.9) 

which describe the decay from the unstable equilibrium 
position stimulated by a small initial uniform electric 
field. We point out that these conditions give rise to a 
rather different structure of the scattering data. 

Indeed (see Appendix A) one finds in this case 

exp(2ikl) [E2 . 
a(~) = (n + ~ + 1/402 +E2/4 4" exp(- 2tm) 

+ (n + ~ + 41~) 2 eXp(2Wll], (3.10) 

E(n+~+1/4~) . 
bW = (n + ~ + 1/ 4 ~)2 + E2j 4 sm(2nl), (3.11) 

4. DERIVATION OF THE ASYMPTOTIC SOLUTION 

where 

(3.12) 

and it is now possible to show that, for any E and l, 
the equation a(~) = 0 ;s conSistently satisfied. The solu
tion of the corresponding Marchenko equations [com
pare (2.16)] thus becomes considerably more compli
cated, due to the appEarance of multisoliton contribu
tions together with th~ continuous spectrum. At the 
present time, we are :lOt able to explain the physical 
origin of such a striking difference, as compared with 
the preceding case. Nmetheless, bearing in mind that 
we are interested in the large time behavior of the elec
tric field leaving the sample, we cannot a priori ex
clude that, for x -l «1, the situation is in fact similar 
to the one originated from the conditions (3.1) and (3.2), 
which will be discussed in the next section. 

It is known that, when the continuous spectrum is involved, the Marchenko equations are in general not exactly 
solvable; in this case, however, it is possible to obtain the behavior of the solution for large t. 

As shown in Appendix B, the leading term of the asymptotic expansion of Eq. (3.8) for large t is 

F(n) (z, t) __ sinE inez - 21)n-1 COSE cos(1l + 7T/4) - cotvl/(z - 21) sin(/l + 7T/4) n _ 0 2 
fu vn-172 COS 2E + cot2 vl(z - 2l) , -" 

(4.1) 

F(O (z, t) _ + sinE COSE sin(/l + 7T/4) + cotvl/(z - 2l) cos(v + 7T/4) 
fu/l COS2E + cot2 vl/(z - 2l) 

where 

V= v(z, t) = v(z - 2l)(2t -z +2l). (4.2) 

We remark that the condition z > 21 is not a restrictive one, since-as already pOinted out-we are interested in the 
solution at x ?- l. 

Equation (4.1) is in fact valid for finite z; for large z, with 2t/z = 1 + a, a being a positive finite quantity, we 
have instead 

F(n>(z, t) - - sinE( f) n a 1I4-n 12(7TZ )"112 

(1/ 4a + COSE) cos e - a -1I2w(a 112) cot[2w(a 112 )l] sine 
x (1/ 4a + cosd + (1/ a )w2(al72) cot2[2w(a l72)zJ ' n = 0,2, (4.3) 

(1/4a + cosE) sine + a -I 12w (a 1/2) cot[2w(a 1/2)1] cose 
x (1/ 4a + COSEj2 + (1/ a)w2 (a 172 ) cot2[2w(a ll2 )Z] , 

0=2(z - 21)a1/2 +7T/4. 

In both Eqs. (4.1) and(4. 3), we have the behavior of a power times an oscillating function. On the contrary, the 
last case (z - 00, with 2t/z = 1 - (:3, 0 < (:3 < 1) is ch<l:!'acterized by powers of z times exp(- 2(31/2z ), so that, in Eqs. 
(2.13) and (2.14), the contributions to K(x,y) and L(x,y) arising from this region can be neglected. 

According to this last remark, the integration in the Marchenko equations can be restricted to the interval (x, 2t). 
For s - 2t, the kernels are given by expression (4.3), which is of a lower order as compared with (4.1). This en
ables us to replace, in Eqs. (2.13) and (2.14), the upper integration limit by a function aCt) such that t < aCt) < 2t, 
and the F(n)(z, t) by (4.1). 

We point out that, as shown in Appendix B, the asymptotic estimate (4.1) is already a good onefor t; 25(x _l)"I, 
the unit time being the cooperation time T c,6 according to Eq. (2.2), and the unit length being lc. 

Although we are not able to solve Marchenko equations even in this limit, we can take a sufficiently small E, and 
try a perturbative solution. We note that the expansion parameter is actually Etl/ 4, as it can be seen from (4.1) for 
n = O. From Eqs. (2.13) and (2.14) we easily recognize that the lowest order solution is already given by the in
homogeneous terms. From (2.11) and (2.15), we have 
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cP 1 + 2L2(x, x) 
tan2"= 2L

1
(x,x) , 

whence we obtain 

2 -1 1 
cP= tan 2P~j)(2x,t)' 

where P~1)(2x, t), the first order approximation of P(1)(2x, t), is given by 

P~1)(2x, t) =Ell-1/2A(1l, x), 

with 

1 . vl (Vl rr) A(v,x)=.f2ii SlU 2x _ 2l cos 2x-2Z -v-4: ' 1l=1l(2x,t). 

Finally, for the electric field CPt, we get 

CPt 2E [_l_ A (llX)_rv aA (V,x)] t«E-4, 
t-x+l 2/V' all' 

where x has to be taken at the right of l. 

5. CONCLUDING REMARKS 
I 
vx = [RB(Z2 - x2) - iku3B(x2 - Z2) 

- i( rr - e)x6(Z2 - x2)u21 v, 

where 

R=- :~ulsinE-(4~ COSE+i~)U3' 
By putting 

1) = exp (- ~ (rr - e) B(x2 -Z2)U2)W, 
Eq. (AI) becomes 

Wx = [iI?B(x2 - Z2)(UI sinE + U3 cose) 

+ RB(Z2 - x 2) lw. 

(4.4) 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

(AI) 

(A2) 

(A3) 

(A4) 

It is well known, from numerical computations6 that 
for short times Eq. (1. 1), with the initial conditions 
(3.1) and (3.2), gives rise to a sharp pulse of the out
going electric field (superfluorescent pulse). The times 
involved in our analysis are too large in order to in
clude the description of such a pulse; what we see is 
just the queue of the decay process. Our result states 
on analytical grounds that, independently of the value of 
the initial tipping angle E (E;; 10-1) and of the length l of 
the sample, one has always a damped oscillatory be
havior. The scaling factor r 3/4 appears to be the same 
previously found by Burnham and Chiao in a paper on 
coherent resonance fluorescence. 7 These authors in
vestigate the response of a system of two-level atoms, 
driven by a resonant deltalike light pulse, by studying 
Eq. (1. 1) under the boundary conditions cp(x, t =x) =E 
and CPt(x = 0, t) = O. This problem, translated in the new 
variables z = x and T = t - x, takes the form 

The solutions of Eq. (A4), corresponding to the Jost 
solutions 1>(~,x) and l/J(~,x) of (AI), are 

(5.1) 

and these boundary conditions suggest that we search 
for a similarity solution cp(Z,T)=Y(q), q=2(TZ)1I2. 
Such an ansatz is not consistent with our initial condi
tions for any value of the parameter Z; in fact, the 
asymptotic solution (4.5) exhibits dependence both on 
(TZ)1I2 and (T/z)1/2. It is not surprising that field (4.8) 
is qualitatively analogous to the one obtained in Eq. (19) 
of Ref. 7 by a linearization procedure, since for large 
t we are dealing essentially with the linearized version 
of Eq. (1.1); on the other hand, it is noteworthy to re
call that Eq. (4,8) heavily keeps track of the whole 
nonlinear evolution of the initial data. 
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APPENDIX A 

The direct scattering problem (2. 3a), with the initial 
data (3.1) and (3.2), can be written as 
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[
sinE/2 ] . 

1IJ L = /2 exp(-tl?x), x<-l, 
- COSE 

WR =[~~:E1n exp(ikx), x> l. 

The general solution of (A4) for Ix I < lis given by 

1IJ 1= Ci l- s~n; l exp(iwx) 

+ t + COSE 
W S 4~ 

w+., ~ 

[ 

t +COSE l 
+ (3 . exp(- iwx), 

smE 
4~ 

w+~+1/4~ 
Ci = - 2w(w + ~ + COSE/ 4~) 

x exp[ i(w + I?)ll cos~ , 

w+~-1/4~ 
(3= 2w(w + ~ + cosE/4~) 

x exp[ - i(w - k)l] sin~ , 
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for the ¢ solution, and 

0I'={3, {3'=-0I, (A8) 

01' and (3' being the coefficients relative to <p. 

The expressions (3.3) and (3.4) are now obtained by 
recalling that a=¢l lh- ¢2I/Jl, b=7i!1¢2- ~2¢1' where 
the Jost solutions can be taken in Ix I < l. 

The derivation of Eqs. (3.10) and (3.11) is quite 
analogous. 

APPENDIX B 

We are concerned with the asymptotic behavior of in
tegrals having the general form 

1(01, (3) = .C d ~ 11(0 exp[i(OI ~ + (3/0 j 

= J ro dHh(~) exp[i(OI~ + {3/~)j 
o 

+11(- ~)exp[-i(0I~+{3/0]}. (Bl) 

Let us assume 01 and {3 to have the same sign. By the 
substitution ~ = ({3/0I )112 expu, we have 

exp[± i(OI ~ + {3/ 0 j- exp[± 2iYai3 coshuj, (B2) 

and, according to standard arguments, 8 the leading 
term of the asymptotic expansion for (3 - 00 is obtained 
by the replacement coshu - 1 + u2/2. This gives 

1(01, (3) - (1T2{3/ 0I 3)1I4[h(v?3,Ta) exp(2i~ + i1T/4) 

+ 11(- v?3,Ta) exp(- 2iYai3 - i1T/ 4) j. (B3) 

We observed, furthermore, that the kernel (B2) is 
the same appearing in a well-known integral represen
tation of the Bessel function Jo(2~), 9 for which numer
ical computations show that the asymptotic formula is 
quite reliable already for ~?- 5. This remark, as 
well as the fact that our h(~) is a bounded function, 
justifies the assertion made in the text that the_asymp
totic estimate (4.1) is already a good one for t> 25(x 
_l)-I. 
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When 01 and {3 have opposite sign, Eq. (B2) must be 
modified according to 

exp[± i(OI ~ + (3/ ~)j- exp[± 2i~ sinhu], (B4) 

and this kernel is typical of a standard integral repre
sentation of the modified Bessel function Ko(2~), 9 

which is known to decay exponentially for large argu
ment, thus justifying the assertion made below Eq. 
(4.3). 

lSee, for instance, G. L. Lamb, Jr., Phys. Rev. A 12, 2052 
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3D.J. Kaup, Stud. Appl. Math. LIV, 165-179 (1975). 
4The interaction is switched off also if cp- 0 (mod. 27r) as 
Ix 1- ""; in this case, however, one has 

d>(~ ,x) - [~J exp(- ik'x), x- - 00, 

I/J(~ ,x) - UJ exp(ik'x), x - +"", 

k' =k'(O =. ~ + 1/4~, 
and, as it is easily seen, these Jost solutions diverge for 
x - - 00 and x - + "" respectively, if ~ is in the half-circle 
I ~ I <!, Im~ > O. One is then led to continue ;;;(~ ,x) and Iji(~ ,x) 
in this domain, and the discussion becomes somewhd 
involved. 

5M.J. Ablowitz, D.J. Kaup, A.C. Newell, andH. Segur, 
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GR. Saunders and R. K. Bullough, "Theory of Fill Super
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Homogeneous and isotropic world models in the Yang-Mills 
dynamics of gravity. The structure of the adiabats8 ) 

M. Camenzind 
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The time evolution of homogeneous and isotropic matter distributions is analyzed for the restricted 
Yang-Mills curvature dynamics of gravity. This theory of gravity is a tidal dynamics for which 
relativistic matter in detailed balancing cannot produce tidal forces. It defines a dynamical system on the 
curvature plane spanned by the two components of the Riemann curvature of Robertson-Walker 
space-times; the essential features of the cosmological solutions are presented by means of their phase 
portraits in the curvature plane. In the asymptotic limit (S ...... 00) the phase portrait, which in general 
depends on the equation of state and on the change of the entropy per particle, is structurally stable 
under the transition from Einstein's dynamics to the Yang-Mills dynamics for any realistic equation of 
state. The phase portraits are explicitly constructed for the equation of state p = n p, O:s: n:S: 1, and 
constant entropy per particle. A criterion for the existence of regular trajectories is given for the full 
Yang-Mills dynamics including entropy production. Finally, we discuss the relations between the 
observational parameters. 

1. INTRODUCTION 

The Yang-Mills approach to gravity has mainly been 
created for two reasons: first, to incorporate the struc
tures of a Yang-Mills gauge theory into the description 
and dynamics of gravitation-since these constructions 
have successfully been applied to cover the interactions 
in special relativity-and secondly, to test an alternative 
to overcome the difficulties arising in general relativity 
from the existence of singularities; the "issue of the 
final state for collapSing matter" has not yet been solved 
in a physically and mathematically attractive way. The 
Yang-Mills dynamics for the Lorentz connection (or the 
spin connection) on space-time is, by definition, an 
extension of general relativity\ the basic dynamical 
variables are the connection coefficients instead of the 
metric components, they act as the "gauge potentials of 
gravity"; this extension of Einstein's dynamics offers 
indeed a new issue of the final state. 

A simple and at the same time illustrative example 
for the behavior of (nonradiative) geometries under the 
Yang-Mills dynamics is the time evolution of homoge
neous and isotropic world models; because of the 
symmetries of the space-time, the expansion parame
ter of the time like matter congruence is the only dy
namical variable, and, consequently, the coupling be
tween matter and geometry of the space-time is 
governed by a single dynamical equation of second order 
for the expansion. The whole theory is based on the 
structures of the well-known Yang-Mills gauge theo
ries: The Lorentz frame bundle on the space-time acts 
as gauge bundle, the Lorentz connection as gauge con
nection, and the curvature components as gauge fields. 
Because of the symmetries, the curvature of homoge
neous and isotropic space-times has only two indepen
dent components; they span the so-called curvature 
plane E 2(O) for these space-times. The Bianchi equa
tion and the Yang-Mills equation define then a dynami
cal system on this curvature plane E 2 • The main 

a)Work supported by Schweizerischer Nationalfonds. 

characteristics of the corresponding phase portrait de
pend on the equation of state; essentially, we can distin
guish between three types of phase portraits: the phase 
portrait for nonrelativistic matter, Iii = dp / dp < ~, the 
phase portrait for relativistic matter, 11~ = ~, and the 
phase portrait for superrelati vistic matter, ~ < 1I~ ~ 1. 

There is a further element which determines the 
phase portrait; the matter of the cosmic fluid is given in 
terms of a two-component theory consisting of the 
massive component and the massless part (the photon 
gas and the neutrino background). As long as there is 
no energy transfer between these two constituents of the 
cosmic matter, the time evolution is uniquely governed 
by the equation of state; the time evolution with energy 
transfer (which has to be included for the discussion of 
the lepton era, e. g.) is far more complicated and will 
not be discussed in the following. Of particular im
portance is the relationship between Einstein's trajecto
ries and the Yang -Mills trajectories in the phase plane; 
in some cases, the solutions of Einstein's equations 
form trajectories in E2 which span a dynamically closed 
subset of E 2 • In this sense, the radiation-dominated 
solutions of general relativity (with J) = ~p for all con
stituents of the cosmic matter) move along trajectories 
which coincide with the fYCC trajectories of the Yang
Mills dynamics; the Yang-Mills current vanishes exact
ly if dP/dp=~ and if the entropy per particle remains 
constant. Furthermore, dP/dp= 0 generates the Fried
mann trajectory in the phase plane which coincides with 
the trajectory spanned by the solutions of the Friedmann 
equation. Because of this latter property, the time 
evolution of the late epoch of the thermal history of the 
universe shows the same functional dependence as 
general relativity. 

The Yang -Mills dynamics without energy transfer has 
solutions of the oscillatory type, the motions represent 
oscillations around a suitable equilibrium point in E 2 • 

These oscillating models for jJ « p differ only in their 
early phase from the singular Friedmann type, while in 
the late epoch the Friedmann trajectory acts as an 
attractor. This is a general property of the Yang-Mills 
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dynamics: In a neighborhood of the critical points of the 
free dynamical system, the phase portrait is in some 
sense structurally stable under the transition from 
Einstein's dynamics to the Yang-Mills dynamiCS, and 
this for all equations of state. Therefore, observations 
based on the present state of the universe can actually 
not distinguish between a Singular mode of evolution and 
a regular periodic mode of evolution with a high relative 
amplitude in the radius. 

The paper is arranged as follows: Sections 2 and 3 
describe the gauge bundle and the gauge dynamics for 
the torsionless connection on Robertson-Walker space
times; in Sec. 4 we discuss the corresponding phase 
plane E2 and the dynamical system on E2. The meaning 
of the critical points and the classification of the free 
solutions of this dynamical system are given in Sec. 5. 
Sections 6 and 7 concern properties of the phase por
trait, and finally we discuss the relationship between 
the observational parameters. 

2. THE GAUGE BUNDLE AND THE GAUGE 
CONNECTION ON ROBERTSON-WALKER 
SPACE-TIMES 

We base our description of homogeneous and isotropic 
world models on the Robertson-Walker line element2 

ds 2 = d/ 2 
_ S2(1) drr, 

drr = dX 2 + ~2 d0,z, 

(2.1) 

(2.2) 

~ is given according to the curvature type of 3-space 

sinx, I, = + 1, 

~= X, k=O, (2.3) 

sinhX, k= -1. 

This metric (2.1), gR w, defines the gauge bundle 
P4(V4,SO(I,3), gRW, 1T) over the homogeneous and iso
tropic space -time V4 , conSisting of all Lorentz frames 
defined by gRW' As a particular cross section of P~w we 
choose the comoving observer system a, a 
= {Xo, Xu X 2 , X 3 } 

Xo=ilt X1=S-\\, 
(2.4) 

X2=(S~)-lil,j, X3=(S~sin,<)tlil<1>' 

The torsionless connection r on P~w follows from the 
first structure equation for the I-forms ea dual to (2.4) 
(for the notation, see Ref. 3)4: 

w = r n 8a
: connection form (2.5) 

r 0= 0 (co moving condition) (2.6) 

(2.7) 

r2 = 8K2 + ~'/(S~ )J3 , (2.8) 

r3= 8K3+cot3/(S~)Jl-~'/(S~)J2' (2.9) 

e=s/s is the expansion parameter of the fluid lines 
tangent to Xo; because of the spherical symmetry the 
expansion is isotropic, shear and rotation vanish. 

From the second structure equation for the Lorentz 
connection r we obtain the expressions for the curva-
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ture 2 -form n 

n = tRabea 1\ eb, 

with the following components 

ROi = (&+ li)Kp 

(2.10) 

(2.11) 

(2.12) 

The timelike components ROi describe the tidal forces 
acting between neighboring fluid lines, and, since 

they are a measure for the curvature of the curve 
S= S(t). 

(2.13) 

The geometry of our space-times V4 is therefore 
completely determined by the above two curvature com
ponents, fiik and Roi ; for this reason, we introduce the 
two curvature functions 

x=x(t)= -(&2 +k/S2
), 

]I = y(t) = iJ + e2 = SIS; 

(2.14) 

(2.15) 

the minus sign in the definition of x has its origin in 
the relation between x and y; this will come out later on. 
x and y span a plane E 2(n), which will be called the 
"curvature plane" because of the geometric meaning of 
the two functions x and y. 

3. THE GAUGE DYNAMICS AND MATTER 
CONSERVATION 

The Lorentz gauge dynamics for gravity is a general
ized metric theory of gravity modeled according to the 
structure of general gauge theories (applied, e. g., to 
the electromagnetic, weak and strong interaction in 
special relativity). 1 The dynamical content of the theory 
is involved in the 

Bianchi equations 

0(" RpO ) + [rIll' Rpo )] = 0, 

Lorentz - Yang-Mills equations 

(- g)-1/2a ,,[( _ g)1!2 fi"p] + [r", R"P] = K jP, 

current conservation 

(_gt1!2(1p[(_g)1!2jP] + [r"o, jP]=O, 

(3.1) 

(3.2) 

(3.3) 

and in an expression of the components of the so(l, 3)
valued current 1" in terms of the matter properties 
described by means of the stress-energy-momentum 
of matter, T nb' 5 

J abc = - (Tab;c - Tac;b) + (1Jab T,e -1Jae T ). (3.4) 

This Lorentz current :fa will be decomposed with re
spect to the chosen basis of so(l, 3) into 

(3.5) 

the symmetries of V 4 and the meaning of a require that 

(3.6) 

i=I,2,3, /1)°=0. (3.7) 

In terms of the total energy p and the pressure p, the 
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current component j is locally given by (3.4): 

j=j(p,p, 6)=~(p-3p)+p+ 6(p+p). (3.8) 

The current conservation (3.3), or equivalently Jb~;a = 0, 
which is the basic conservation law in the Yang-Mills 
dynamics, determines the divergence of the matter 
energy-momentum tensor 

fa=T/;b' 

in the form i 

(3.9) 

(3.10) 

Since the Ricci tensor Rab and the energy-momentum 
tensor Tau are both diagonal on homogeneous and 
isotropic space-times, the right-hand side of (3.10) 
vanishes, and the fa determine a closed 1-form a, 
ct = f/ja with da= O. The only nonvanishing component fa 
describes a "nongeometric" change of the energy of the 
massive particles 

p+36(p+P)=fo; (3.11) 

for this reason, fa = fo(t) is at least a measure for the 
change in the entropy per particle s, fa = nTs. For 
cosmic matter in detailed balancing (this is the case, 
e. g., for the collision-dominated matter in the plasma 
era, 4 x 103 K < T < 109 K, and for the lepton era with 
8 x 109 K < T < 5 X 1011 K) this change in the entropy per 
particle is negligible. Equation (3. 10) does not signal 
a breakdown of the principle of equivalence; the arbitra
riness info on spatially homogeneous space-times, 
however, allows us to include such processes as entropy 
production by means of pair creation out of a hot photon 
gas. [The interpretation of (3.10) on a general space
time has to be carefully analyzed; over nonhomogeneous 
space-time, the right-hand side of (3.10) does not, in 
general, vanish since gravity itself contributes to fa via 
a back reaction generated by gravitational waves. For 
a discussion of this point see also Ref. 1. 1 

By including fa = nT,~ together with an equation of state 
p = pen, s), we may simplify the expression for the 
current j 

j= - t(P+P)6(1-31'~)+tnT(1- ~~~~ \)s. (3. 12) 

1)~=n(p+p)'I(ap/an)ls describes the sound velocity of 
the medium. If s = 0 for all times, the solution of the 
Yang-Mills dynamics presents the time evolution of 
massive matter with constant entropy per particle. 
Relativistic matter, in particular photons and neutrinos 
(p = p/3), cannot generate tidal forces for massive 
matter. 

The Yang-Mills equations (3.2) give the following 
expressions: 

p=O, O=Jo, 
p= 1, -(55)' 5.2 + 28(62 + 1</52 )= _ Kj(l)15, 

(3.13) 

(3.14) 

p=2, -(5S)'5'2+2e(£l+k/s2)=-Kf2)2s~, (3.15) 

p = 3, - (55)' 5.2 + 2 6( ez + k/SZ) = - K/ 3 )3 S~ sinS. 

(3.16) 

Because of the relation 
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(3.17) 

andj=/l)lS=./2)2s~=f3)3S~sin-9, there remains one 
fundamental equation of second order for the expansion 
parameter e 

(3.18) 

The time evolution of homogeneous and isotropic world 
models is therefore governed by a single component of 
the Lorentz current; (3.18) describes the simplest 
time -dependent model within the framework of the 
Lorentz dynamics. 

The cosmological equation (3.18) and the Bianchi 
equation following from (3.1) define first order deriva
tives for the curvature function x and y, introduced in 
(2.14) and (2.15): 

Bianchi equation 

x = - 2 /I(x + y), 

Lorentz - Yang -Mills equation 

)! = - 2 e(x + y) + Kj. 

(3.19) 

(3.20) 

Finally, the current conservation (3.3) is trivially 
satisfied as a consequence of (3. 6) and (3. 7). 

4. THE CURVATURE PLANE £2 (n) 

The basic equations (3.19) and (3.20) define a dynami
cal system in the "curvature plane,,6 E 2 (n) 

~7 = - 2 6(x + y) , 

dy = _ 2 e(x + V + f)' 
dl . , 

(4.1) 

(4.2) 

and, for matter with constant entropy per particle, f is 
given by 

f= f(p,P) = h(p + p)(l - 31!~). (4.3) 

This follows from the current j, defined in (3.12), and 
the energy conservation (3.11), v~=dP/dpls> and 5=0. 

As long as /I * 0, we may use, instead of I, S itself as 
parameter for the curves (x(S), y(5)), given by their 
tangent field 

dx 2 ( ) ---- x+" dS - S' y, 

dy 2 
dS =-S(x+Y+f); 

(4.4) 

(4.5) 

the substitution 1:;=50 /S, 0,,; E; <00, gives finally the form 
of a nonautonomous dynamical system6 S on E 2(n); 

dx =2e(x+ ) dE; y , (4.6) 

:: =2CI
(x+Y+f)· (4.7) 

Here, So is either maxS, or minS for regularly oscillat
ing curvature, or So = max5 for Singular but turning big
bang trajectories in E 2(n). Once the trajectories of the 
dynamical system (4.6) and (4.7) are known for a parti
cular type of function f, the time t may be obtained as 
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a function of S: 

f ' d~' 
l=t(S)=/(O= ~'8(~') . 

'a 
(4.8) 

The trajectories of the free models, i. e., whenever 
I~ 0 (either p ~ 0 or v~ = t), are straight lines y = x + C, 
C E ffi, in E 2(n), since 

dy _ 
dx = 1, 'fI x, whenever 1=0, (4.9) 

and in this case the pOints on y = - x are obviously criti
cal points of (4. 6), (4. 7) (a point P EO E2 is called a 
critical point if P(t) = P for all tEO R). By the way, the 
trajectories of (4.6), (4.7) are only semitrajectories, 
since ~ is positive; the negative semitrajectories would 
be generated by a negative S. The original dynamical 
system (4.1), (4.2) has a second type of critical pOints, 
the stationary, or equilibrium points defined by 8 = 0 
for all t; these equilibrium pOints lie on the axis y = 0 
and define the space-time geometries of constant 
3-curvature, X= _k/S2

, y=O. In particular, the 
Minkowski space -time, x = 0 = y, appears as a critical 
point of the Yang-Mills dynamics. According to a 
general theorem for dynamical systems,6 every neigh
borhood of a critical point contains a semitrajectory, 
and the set of all critical points in E2 is closed; this 
means, that for any point on y = - x, we find trajectories 
approaching these points. A topology in E 2 (n) may be 
defined, e. g., invariantly by means of the curvature 
invariant 11 = x2 + y2, which is invariant under cross 
section transformations. In the following, we call P EO E2 

a lurning point if 8(1a) = 0 whenever P = (x(ta) , y(ta» and 
,y(ta);tO;ty(ta); this means that a curve (xU), y(t)) in E2 

has a turning point for 1 = ta, if the tangent vector in this 
point vanishes, and therefore 

x(ta+E)=-X(ta-E), E>O, 
(4.10) 

y(ta+E)= -~V(ta-E). 

Periodic orbits are, therefore, not given by closed 
loops in E 2 , but by compact segments of corresponding 
trajectories. 

The phase portrait for the dynamical system (4.4), 
(4.5) essentially depends on the properties of the ex
ternal structure function I(S). In general we shall dis
tinguish between two types of positive semi -trajectories 
(defined for S EO R+): 

TABLE I, The classification of the critical points on y = - x. 
Minkowski, de Sitter, and anti-de Sitter space-times are rep
resented by the points in E2 which are critical under the free 
Yang-Mills dynamics, 

k e s C remarks 

+1 wtanh(wt) w-1 cosh(wt) +w2 de Sitter 

1 S."xp(wt) >0 steady state 

0 ± (!C)1/2 =w 

So = const =0 Minkowski 

- wtan(wt) w-1 cos(wt) _2w2 anti-de Sitter 
-1 

wcoth(wt) w-1 s inh(wt) +2w2 
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FIG. 1. The various types of 
trajectories for the free tran
sition models, k = ± 1, repre
sented in the (x, y)-phase 
plane, C> O. 

(i) the semitrajectory y'(S) is called regular tra
jectory of the dynamical system if 82 (S) < C, C > 0, for 
all S EO JR+; 

(ii) the semi-trajectory y+(S) is called singular, if 
there does not exist for all S EO ffi a C> 0 such that 
8"(S) < C. In particular, a singular semitrajectory is 
called a big-bang trajectory if 8"(S) is unbounded at 
So= O. 

The usual Friedmann traj ectory, y = tx + const, is a 
big-bang trajectory, where the metric also becomes 
Singular at So = 0, while for a non -big -bang, but singu
lar trajectory a curvature (or matter) singularity 
occurs on a space -time of finite nonvanishing radius 
and volume. A corresponding example will be given in 
Sec. 7. Not any motion along a singular trajectory has 
to be singular itself; this depends on the initial condi
tions. In the following the phase portrait will be ana
lyzed for the restricted Yang-Mills dynamics, where 
the current and therefore also the structure function I 
do not depend on the external function IoU) defined by 
(3.9) and (3.10). 

5. CRITICAL POINTS AND THE FREE MODELS (j = 0) 

The current j vanishes in particular whenever dp / dp 
= t, e. g., if P =p(p) = tp. Then the trajectories in E 2(n) 
are given by the half straight lines y = x + C, CEO R. The 
free models do therefore not correspond to the matter
free space-times, but rather to the states of space
times where matter follows null curves (the so-called 
"radiation-filled" space-times); for this reason, the 
tidal action on the time like congruence defined by the 
chosen observer cross section vanishes. The current 
j(p, p) is a measure for this tidal action. 

The motions of a particular model along the trajec
tories y = x + C depend on the initial conditions; they are 
in general restricted to segments. Of special impor
tance are the critical points on y = - x; they represent, 
by definition, constant motions in E2 given by the follow
ing dynamical equations for 8 and S 

e + 211" + kS- 2 = C, C E JR, 

(;1+ (;12= 8"+k/S2
, 

or in integrated form 

S2=tCS2 -k. 

(5.1) 

(5.2) 

(5.3) 

The space-time geometries corresponding to (5.3) are 
summarized in the Table I. 

The expansion parameter of the general free models 
satisfies Eq. (5.1); under the substitution u = SZ, we 
obtain finally 

ii -2Cu+2k=0. (5.4) 

The general solutions of (5.4) may be written as 
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FIG. 2. The types of trajec
tories for the free big bang 
models, k=±l (C>O). 

u(t) = k/ C + B, exp(at) + B2 exp( - at), a 2 = 2C > 0, 

(5.5) 

u(t)=-kI2 +B,l+B, C=O, (5.6) 

u(t)=k/C+Bcos(wl+t{», w2 =-2C>0. (5.7) 

They describe geometries of the transition type for 
C > 0, "freely falling" models in the null case, C= 0, 
and geometries of the oscillating type for C <0. The 
corresponding motions are shown in the phase space in 
Fig. 1-5 for the various combinations of the parame
ters B, Bll B 2 , and the constant C. There exist, in 
particular, regularly pulsating models for k = - 1, 
whenever IBI <2/w2

; the models for k=+1,0 andy+x 
~ ° are always regular. 

The trajectories of the free solutions of the Lorentz 
Yang-Mills dynamics (4.6), (4.7) are identical with the 
trajectories spanned by the radiation-dominated solu
tions of Einstein's dynamics for cosmological models; 
Einstein's dynamics is namely a subsystem defined by 
the constraint equations 

3x= -(Kp+A), (5.8) 

2Y-X=-(Kp-A); (5.9) 

together with the Bianchi equation (4.1) and the energy 
conservation (3.11), these constraint equations repro
duce the dynamical equation (4.2). For visualization of 
the constraint equations in the phase plane E2 we intro
duce new coordinates in E2 

X=x +tA, Y =')1 -tA 
to get the form of the constraint equations 

3,\'= - Kp, 

2y -x= - KP. 

(5.10) 

(5.11) 

(5. 12) 

Matter models dominated by an equation of state of the 
form P = lip, ° '" 11 '" 1 and n constant, follow, therefore, 
the trajectories 

v=H3n+1)x 

or 

y=~(3n+ 1)x+B, B=Hn+ 1)A; 

for n = ~. we regain the straight lines y = x + C with 
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FIG. 3. The types of trajec
tories for the free transition 
and big bang models, k = 0 
(C>O). 
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(5.13) 

(5.14) 

FIG. 4. The trajectory of the 
free null solUtion, C = O. 

C= tA. The Einstein trajectories (5.14) span a cone in 
E 2 , which we call in the following the "Einstein cone," 
of the form 

(5.15) 

The origin of this Einstein cone is located at (- ~A, 
tAl (see Fig. 6), which is identical with the location of 
the critical points of the free Yang-Mills dynamics; 
the axis of the cone, y = x + C for n = t, coincides with 
the trajectory formed by the free Yang-Mills solutions. 
The cosmological constant A has, however, a complete
ly different interpretation in the Yang-Mills dynamics; 
it always plays the role of a first integral of the 
dynamics. 

6. THE PHASE PORTRAIT FOR PRESSURELESS 
MATTER AND s = 0 

We consider the time evolution of matter models 
dominated by an equation of state P = np, ° '" n '" 1; then 
the current's structure functionf, defined in (4.3), 
assumes a particularly simple form 

/= iK(n + 1)(1 - 3n)p, (6.1) 

and the dependence of p from S is determined by (3.11) 

(6.2) 

In this section, we want to discuss the phase portrait 
of the dynamical system (4.4,5) for 11 = ° and Po> 0; and 
afterwards we show that this phase portrait is struc
turally stable for 11 <t. 

In the case n = 0, we have to solve the following 
dynamical system: 

dx 2 
dS = -S (x+y), 

dV 2 b 
-' = -- (x+y) --, 
dS S S4 

(6.3) 

(6.4) 

By adding and substracting Eqs. (6.3,4) we get inte
grated expressions for x and y in terms of S, 

or 

y +x=AS-4 _bS- 3
, A E-' R, (6.5) 

y -x=tbs-3 + B, 

k=O 

(6.6) 

(6.7) 

FIG. 5. The oscillatory types 
of trajectories, ,,~O, ±l 
(C < 0). 
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FIG. 6. The "Einstein cones" 
in the curvature phase plane. 
The Friedmann trajectory y 
=! x+! /\ (p= 0) and the ex
treme relativistic trajectory 
y =' 2 x + 1\ (p = p) span the in
terior of the cone with origin 
at y = - x (on the critical line). 
The value of the cosmological 
constant /\ gives the position 
of the origin of the cone. For 
a given fI, any solution of 
Einstein's equations, with a 
realistic equation of state, 
p os p, describes a trajectory 
which lies entirely in the 
Einstein cone. The origin of 
the cones are identical with 
the critical points of the free 
Yang-Mills dynamical 
system. 

(6.8) 

At the same time, an explicit expression is obtained 
for the expansion parameter e from (6.7) 

(6.9) 

which gives, implicitly over the integration in (4.8), the 
solution for S = S(t). The same integration determines 
also the period of regularly oscillating models which 
exist, in general, for A> 0, since then there exists a 
value of S, S=SR' for which dy/dx=O; from Eq. (6.8) 
we obtain SR = 2A/b. 

For the discussion of the phase portrait we introduce 
the translated coordinates 

z=y -x-B, z >0 for b >0, (6. 10) 

w=y+x, (6.11) 

and eliminate S from (6.5); then the trajectories in the 
(z, w)-plane are given by 

w(Z)=O"Z4/3_3z, 0"~A(3/b)4/3, (6.12) 

or in terms of the rescaled coordinates z ~ z/B and 
w~w/B, B*O, 

(6.13) 

Therefore, for a fixed B, BE R, the solution trajec
tories of (6.3), (6.4) form a one-parameter family of 
curves in E 2 ( n), only defined in the region y - x - B > ° 
and parametrized by the value of the constant 0", which 
may be positive (A> 0), zero (A = 0), or negative (A <0); 
the pOints (-tB, tB) on the line y= -x remain critical 
pOints of the coupled dynamical system and act as 
attractors of all the trajectories defined by (6. 13) for 
z > 0, though a particular motion along a trajectory 
(defined by corresponding initial conditions) may have 
a turning point (7 = ° before reaching z = o. In the limit 
z - 0, all the traj ectories approach the Friedmann 
trajectory w= -3z (defined by A =0) (see Fig. 7), which 
in terms of x and y is given by 

y =tx+ tB, Friedmann trajectory. (6.14) 

Again, the Friedmann trajectory coincides with the 
trajectory formed by all solutions of Einstein's equa-
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tions for n = 0, Which satisfy the constraint equation 
(5.14). Any trajectory in E 2(n) forms a closed dynami
cal subsystem of (4.4,5) in particular, the Friedmann 
trajectory (for a = 0) represents the solutions of 
Einstein's dynamical system; however, the other tra
jectories for A * ° have no interpretation in terms of 
Einstein's equations since there is no direct relation 
between cUl',vature ana matter besides Eq. (3.18). For 
0" >0, w(:Z) has always a zero at Z=ZI = (3/0")3 with 
W'(ZI) = 1 for all values of 0"; this condition is equivalent 
to Xl = 0, since for Zt we find Yl + Xl = 0. A specific 
initial point z = Zo and w = Wo determines uniquely a 
motion along a tra}ectory (6.13). We discuss in the 
following the motions for 0" > 0; for this reason, we in
troduce the, dimensionless variable ~ = SolS, where 
So = SUo) denotes the initial value for the radiUS, to
gether with the condition 8(to) = 0. From this condition, 
(P(~= 1)=0, we may express the parameters A, b, and 
S~ in terms of the initial values 20 and Wo = w(zo) (for a 
given a); then 

if/B=t(l- 0"4 ~4+ 1'0"3 e - 0"2 e), 
with the relations 

0"2 = 2k/(BS~) = 1 + 20 - wo, 

(6.15) 

(6.16) 

(6.17) 

(6.18) 

The values for the curvature coordinates x = x/Band 
Y = Y / B follow from the transformations 

x=t(w-z-l), w=w(z), (6.19) 

Y=Hw+z+l). (6.20) 

FIG. 7. The curvature phase plane portrait for the equation of 
state p« p. The double line corresponds to the z-axis (y = - x). 
The critic.al paints lie on the z axis (de Sitter universes, e. g. ,) 
and on the x axis (stable equilibrium points). The trajectories 
are given by w= az4

/" - 3z, z> 0; for curve 1 we have chosen 
a = 2. 321 :'<10"6; for 2, a = 3 X10"6; for 3, a = 0; for 4, a 
= - O. 5x 3 coincicles with the Friedmann trajectory. 
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FIG. 8. The behavior of the function e2(~) decides about the 
existence of regularly oscillating solutions. e2(~) is determined 
by the initial conditions, either given by (ZO, wo) or (zo, a). For 
a:o: 0, all the solutions are of the big-bang type (e 2 > 0 for 
~ - 00); for a> 0, regular oscillating models exist in the range 
1 :0: ~ :0: ~ ° (initially contracting, curve 1) and for ~o:O: ~ :0: 1 (ini
tiallyexpanding, curve 2). If e2(~) has a double root at ~ = 1, 
this corresponds to the equilibrium point in E2 (XO, Yo = 0). For 
o :0: ~ :0: ~1 we get the motions directed towards the critical points 
on y=-x. 

The expressions (6.16)-(6.18) show the following: 

For any fixed value of E, BE JR, a motion of (6. 3) and 
(6.4) is uniquely given by the initial point (xo, Yo) 
E E 2(0); for any fixed value of E we generate in this way 
the phase portrait for an equation of state with n = O. By 
changing the value of B we translate the whole phase 
portrait in E 2(0) by x-x+a, y-y -a, since the form 
of the trajectories determined by Eq. (6.12) is inde
pendent of B, while the meaning of a particular solution 
depends on the value of E [see Eq. (6.9)]. In this sense, 
even the coupled dynamical system (6.3), (6.4) is 
translation-invariant under x - x + a, Y - Y - a, a E JR. 

The behavior of the function 8"(1;) decides about the 
possible motions along the traj ectories w = w(z; Q') (see 
Fig. 8). For we = - ze - 1 [i. e., in the points (xc> 0) E E2l 
we find the equilibrium points of the Yang-Mills dy
namical system; the trajectories w = w(z, a) crosses, 
for B >0, the x axis twice, namely for Z=Z1 and 2=22 ; 

thereby, ze=max(Zl1 Z2) and z;=min(zl> 2 2 ), The dis
cussion of 11'(0 implies the following classification of 
possible motions (B > 0) in terms of given initial 
conditions: 

O! >0: 

(i) If 20 = ze' then Xo = xc, Yo = 0: stable equilibrium 

pOint; 

(ii) if ze <20 <2se ' then Yo > 0 and ~o '" ~ '" 1 (e2(~0) = 0): 

initially expanding periodic model; 

(iii) if z~ <20 <ze, then Yo <0 and 1 '" ~ '" ~o (e2(~0)=0): 

initially contracting periodic model; 

(iv) if 20= z~, then 510= 0: unstable equilibrium point; 

(v) iflo<~o<~~l' thenyo>O, ~"'~l' 11'(~1)=0: 
Zo > z,e 

model running into the critical point y = - x. 
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FIG. 9. Plots of e2(V for initially expanding models (CD 0, the 
expansion sets in for ~ = 1). The maximum of the expans ion de
pends on the chosen initial conditions. 1: (i =3 x 10-6, Zo 
=2.370 x 1018 ; 2: a=3 x IO-6• zo=2.0x1018; 3: a=3XlO-8, Zo 
=lxI018 ; 4: a=2xIO-6, zo=6xIOI8. 

For all trajectories (Ci > 0, E > 0) there exists a 
Z = zsc' w(zse) > 0, such that for Zo > Esc the motion is no 
longer periodic, but forever expanding into the critical 
point on y = -x. For the initial conditions specified 
under (ii) and (iii) we get periodic motions, i. e., the 
radius of closed models (k = + 1) oscillates between a 
maximal, Sma x> and a minimal value, Smln' The relative 
amplitude of oscillation, Sma/Sm;n, depends on the ini
tial value (zo, wo) as well as on the value of a: the 
smaller a, the greater the relative amplitude), for 
Zo - z~ = E, E > 0, the amplitude reaches its maximum. 
In the case B'" 0 and Ci > 0, all the motions are periodiC 
motions, since there exist no initial conditions for mo
tions running into the critical pOints on y = - x. While 
for B? 0 the underlying space-times of the periodic 
modes of evolution are always of positive curvature 
(k = + 1), the curvature type for B <0 depends now ob
viously on the initial data (k = + 1, if Xo <0; I? = 0, if 
xo= 0, and k = -1, if Xo > 0). The motions for Q' = 0 
(A = 0) are identical with the motions given by Einstein's 
solutions; finally, we are not interested here in the 
trajectories for Q' <0 (A <0), since they describe the 
time evolution of singular big-bang models analogous 
to the Einstein models with radiation. 

Figure 9 shows how the maximum of 82 depends on the 
initial conditions (here we have chosen an initially ex
panding mode!); the expansion always reaches its maxi
mum soon after the "initial explosion." In Fig. 10 we 
compare this behavior with that of initially contracting 

a2/B 

4 

FIG. 10. Plots of e2(~) for initially contracting models of small 
relative amplitudes (a> 0), a = 3 x 10-6; 1: Zo = 5 XI01G ; 2: Zo 
= 2 x1016; 3: Zo = 1 xI016; 4: Zo = 5 x1015. 
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models; for Zc -Zo=E, E >0 and a suitable a, we can 
generate periodic motions of arbitrarily high relative 
amplitudes. This indicates at the same time that the 
equilibrium pOints Zo = z c at Xo = - (1 + zcl are stable, 
since for Izo - zcl <E, E >0, the corresponding motions 
are periodic around (xc, 0). The relative amplitude, 
Sm./Sml., is given by the third zero of (J2, ~o, and ~(~o) 
= O. The value of a together with the initial value z = 20 
determine uniquely the coefficients 0'2' 0'3' 0'4 of e2

( U; 
from thiS, ~o is determined numerically. 

The existence of regular periodic motions in the 
Yang-Mills framework marks the difference to 
Einstein's dynamics, where initial conditions for re
contracting models always give rise to singular mo
tions. Let us relate the geometriC initial condition 
Z = Zo to physical conditions in the case of initially con
tracting motions. From Eq. (6.17) we obtain together 
with b = ~ Kpo S~ an expression for B 

B=Kpo(6zo)-1, (6.21) 

and from (6.16) for k = + 1 an expression for So 

(6.22) 

or 

(6.23) 
(Va = 1 + (1 - (n- Kpo ~)"l)ZO' 

On the other hand, Wo is determined by a and Zo 

Wo = az~/3 - 3zo; (6.24) 

Equations (6.23) and (6.24) determine therefore 20 
=zo(a, KPoSg) 

1 - az~/3 
(6.25) 

Since we are interested in the motions of "deeply fall
ing" models, i. e., ~o > 103

, azci/ 3« 1; this term will 
be neglected in (6.25). In this case, the initial matter 
density Po and the initial radius So have to satisfy the 
condition 

(6.26) 

On the other hand, Yo < 0, and therefore Zo > z~. Since 
a« 1, the motion follows initially the Friedmann tra-

~/B'-------------------~ 

5.1017 

FIG. 11. Plots of 02(f) for initially contracting models of high 
relative amplitude, a = 3 xIO-6, generated by initial values Zo 
"" 1. For a [iven a« I, the relative ampl itude Sm"'/ Sml.= ~ 0 
depends on Zo (i. e., on KPoS;;'ax/2), while the maximum of the 
expansionJemains constant for 20:: 1. 1: 20= 10 (~o= 6.18 
x10 5

); 2:zo=1 (~o=1.33xl06); 3:zo=0.55(~o=1.62xl06)_ 
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/ 
FIG. 12. The phase portrait 
for the superrelativistic equa
tion of state p = np. n >!. The 
double line is the z axis, the I 
dotted line the waxis. 1: 
Einstein trajectory y =~ x+~B, 
defined for z < 0; 2: a > 0; 
3: a < O. In a realistic case 
we should have, however, 
n- 0 for y- - x. The equation 
of state separates the (z, w)
plane into two half-planes, 
z> 0 for n < !, z = 0 for n =!, 
and z<O for n>~. 

jectory W = - 3z, or y = ~x + t; Yo < 0 is therefore equiv
alent to Xo < - t, or Zo > ~. In summarizing, we have 
found the following: 

The matter density Po and the radius So at the maxi
mum state of regular periodic motions with high rela
tive amplitude (Sma/Smi.:::: 103

) satisfy the constraint 
equation 

(6.27) 

The behavior of these periodic motions is illustrated 
in Fig. 11 for various values of hpo S~ and a fixed a; 
a rescaling of a only changes the relative amplitude 
Smax/Smi. and the maximum of the expansion. 

7. THE PHASE PORTRAIT FOR THE EQUATION OF 
STATE p = np, 0 ~ n ~ 1, and s = 0 

For the equation of state p = np the Yang-Mills sys
tem has the form 

dx 2 ) 
dS =-S(x+ y , 

dy _ 2 ( + ) bS-6 - 1 
dS - -S x y - , 

b=~K(n+1)(1-3n)poSg, 6=3(1+n). 

The corresponding trajectories are then given in 
parametrized form 

z(S)=b6- 1 S- 6 , z=y-x-B, BEeR, 

w(S) =AS-4 - b(4 - 6t 1 S-6, A E R, 6 *- 4, 

or in closed form 

w= w(z) =A64 / 6 (Z/b)4/6 _ 6(4 _ 6)-1 z. 

Thereby the domain of definition depends on n: 

(0 z>O, b>O if O';n<t; 

(ii) z <0, b <0 if t <n!S 1. 

For A = 0, we again obtain the Einstein trajectory 

(7.1) 

(7.2) 

(7.3) 

(7.4) 

(7.5) 

(7.6) 

(7.7) 

(7.8) 

y=~(6-2)x+t6B. (7.9) 

For 0 <n <t, the phase portrait given by (7.6) is struc
turally equivalent with the phase portrait for 11=0, with 
the exception that for z - 0 (S - 00) the generalized 
Einstein trajectory (7.9) acts as attractor. In this 
sense, the phase portrait is structurally stable in the 
domain 0,,; n <t. 
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Under the transition from a nonrelativistic to the 
superrelativistic equation of state (n > 1-), the phase 
portrait changes its features in the neighborhood of the 
end points at y = - x (see Fig. 12), while for high values 
of z the trajectories are now attracted by the Einstein 
trajectories (7.9). The application of the equation of 
state p = np, n > t, in the asymptotic domain S - 00 is, 
however, physically not quite reasonable; for this do
main we would expect p «p, which means that the 
Friedman picture is correct in the asymptotic limit 
S - 00 for all physically reasonable equations of state. 

The detailed structure of the phase portrait may vary 
with the chosen equation of state; as an example, we 
consider p = p(p) == apm, m > 0 (p < 1016 gcm -3). In this 
case the energy denSity is found to be 

P(~)=Ple(1_ap~-le(m-ll)-l/(m-l), ~=So/S. (7.10) 

The phase portrait is essentially dictated by the struc
ture functionj, defined in (4.3) for S =0, 

jW = hepJl - (3m + l)ap~-le(m-lll 

(7.11) 

In the asymptotic limit S - 00, it has the same form as 
(6.1). Without a cutoff at p-1016 gcm-3, jbecomes 
singular at ~ 00: 

(7. 12) 

with the introduction of j(~2) == O. Therefore, we have 
for m *" 1 always a S == 5~ with 0 < S~ < S2; for m == 1-, S~ 
= 52/5, and for m = t, 5~ == 52/6

1
/

2
• Already in 

Einstein's theory, this equation of state, p == apm, would 
generate for the early epoch in the time evolution a 
matter, or curvature, singularity at a finite radius 
5 = S~ > 0, the metric being completely regular under 
this equation of state in contrast to the usual Friedmann 
singularity. The behavior of the curvature follows 
immediately from (5.11) and (5.12): 

yEW== -tKpW <0, (7.13) 

(7.14) 

We calculate the Yang-MillS trajectories given by the 
structure functions (7.11) only in the first 
approximation 

fW == ~K~3{ 1 - [m/(m - 1) ](3m - 4)ap~- 1 e(m-ll}Pl' 

l7.15) 

For not too high densities this is a good approximation 
to (7. 11). For In = 4/3, this first correction vanishes, 
while for m > 4/3 it always gives a negative contribution 
to the lowest order (6.1). The phase portrait generated 
by (7.15) with m=t is shown in Fig. 13; the trajec
tories are parametrized by 

w(~) == -2fl13 ~3+ Ql4 ~4 -2Q!5 ~5; 

(7.16) 

(7.17) 

they are considered as a superposition of (6.5), (6. 6) and 
(7.4), (7.5); the coefficient Ql 5 is determined by Kapi/ 3

• 

If Ql 4 > 0, regularly OSCillating motions exist, their 
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FIG. 13. An example of a phase portrait for an equation of 
state which is stiffer at high densities. f = a3S-3 - a5S-5 , a3 > 0, 
as>O, i.e., n-O for s-oo and n-fr for S-O. The dotted 
straight lines are the z and waxes. The trajectories are 
given in parametrized form by z(~)=fr0'3~3_~O'S~S. w(O 
=-20'3~3+0'4~4- 20':i~S' 0'4>0. The behavior of the trajectories 
depends critically on the contribution from the equation of 
state at the various epochs; this can be characterized by means 
of the parameter D=O'a -160'30'S' 1: D <0 (c;) <0); 2: D= 0 
(woS 0); 3: D> 0; 4: Einstein trajectory y =% x+ ~ B (B > 0, 0'3 

= 0 = 0'4),; 5: D> 0, 0'5 sufficiently small. The motions along 
1-3 are of the big-bang type, while a motion along the upper 
segment of 5 describes the time evolution of a regularly oscil
lating closed space-time model (k = + 1). For all the trajec
tories we have O'S« 0'4«0'3"" 1, 0'4=3 xIO-6 , and 0'5"" 10-1\ 

e,g. 

periods and relative amplitudes being determined by 
the coefficients 0'4 and 0'5' 

This investigation of the phase portrait over the range 
0"" 11 "" 1 for the equation of state p(p) == np shows that 
reliable equations of state cannot guarantee the exis
tence of regular motions within the Yang-Mills dynam
ics characterized by a vanishing exterior form QI de
fined in (3.9) and (3. 10). This additional freedom may 
be used to generate a structure function IrS) having a 
positi ve influence on the evolution along regular tra
jectories; with the interpretation of il' and the existence 
of "regular big-bang cosmologies" we shall be con
cerned in a forthcoming paper. That under well posed 
conditions regular trajectories exist in the Yang-Mills 
dynamiCS will be shown in the next section. 

8. ON THE EXISTENCE OF REGULAR TRAJECTORIES 
IN THE YANG-MILLS DYNAMICS 

For any realistic equation of state the structure func
tion j(S) has the asymptotic limit j - i Kpo ~3. This means: 

Lemma 1: In a neighborhood of the critical points on 
Y == - x the phase portrait of the dynamical system 
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(4.1)-(4.3) is structurally stable under the transition 
from Einstein's dynamics to the Yang-Mills dynamics, 
L e., the Friedmann trajectory always acts as an 
attractor in the asymptotic limit. 

For the limit S - 0, the phase portrait depends on the 
equation of state in the case a'" 0: 

(0 for dust matter, this limit depends on the sign of 
A defined in (6.5); 

(ii) for p = np, n < t, this limit is qualitatively the 
same as in (i); 

(iii) for p = np, n > t, the Yang -Mills trajectories 
are attracted by the corresponding Einstein trajecto
ries; they all are confined to the Einstein cone in the 
limit S-O. 

In the following we want to give a type of a structure 
function fiS) for generation of regular trajectories in 
E 2(a): 

Lemma 2: If the structure function I(S) satisfies 
l<=><amS-mfor S-O, i.e., for p_oo, with m >4, then 

(i) no singular big -bang trajectory exists for am > 0; 
any trajectory is attracted by w(z)= [m/(m -4))z, z >0; 

(ii) any trajectory is of the singular big-bang type for 
am <0; they are attracted by w(z)= [m/(m -4»)z, z <0. 

Thereby the coordinates z and ware defined in Sec. 
6. This statement gives a criterion for the existence of 
singular and regular trajectories in the Yang-Mills 
dynamics. It is beyond of the aim of this paper to 
generate this type of structure function by introducing 
a nonvanishing 1-form a; however, note that am < ° for 
a=Oandp=np, n>t. 

The attractors are calculated by solving the dynami
cal system 

dx 2 
dS = - 5 (x + y). 

dy 2 _ 
dS=-S(x+y+a3S-3+amSm), m>4. 

In parametrized form they are given by 

z(S) = ~a3 S-3 + (2/m) am S-m, 

with the following domain of definitions; 

(i) z >0 and w>O, if am >0, 

(ii) z<O and w<O, if am <0. 

The corresponding expansion function, 

(8.1) 

(8.2) 

(8.3) 

(8.4) 

2fi(S) = E - 2kS-2 + fa 3 S-3 _AS-4 - [8/m(m - 4) Jam s-m, 

(8.5) 

proves to give regular motions for am > 0 (no matter or 
curvature singularity can occur) while for am <0 (8.5) 
characterizes singular big-bang trajectories. The in
fluence of the term AS-4 is no longer important for 
m >4. 

633 J. Math. Phys., Vol. 19, No.3, March 1978 

9. THE PRESENT STATE OF THE UNIVERSE AND 
THE RElATIONSHIP BETWEEN THE 
OBSERVATIONAL PARAMETERS 

Any point in the phase plane E 2 (n) determines for a 
fixed value of S = S1 a dynamical state of a world model 
at some particular instant of time, 1= (1 with S(t 1) = S1' 
The Hubble constant Ho, which is equal to the present 
value of the expansion 8o, the deceleration parameter 
qt, qt=-Yt/8;, and the matter parameter at, (Jt=iKp/ 
~ are the observational parameters of every dynamical 
system based on the Robertson-Walker space-time 
geometry. In general relativity, two relations are given 
between the state (x tI Y I) and the energy content of the 
universe; see, e.g., Eqs. (5.8) and (5.9); the integra
tion of the Yang-Mills dynamiCS also provides two 
corresponding relations, in general given by (for the 
late epoch) 

(9.1) 

(9.2) 

Here, b = ~ Kpo ~ describes the contribution from the 
structure function l generated by the asymptotic form 
(S - 00) of the equation of state, p - ° for p - 0; the two 
functions F(S) and G(S) are responsible for the contri
butions from the form of the equation of state at high 
densities (in the lepton era). Their influence on (9.1) 
and (9.2), however, vanishes suffiCiently rapidly in the 
asymptotic limit. 

The A term, as well as the F - and G-terms deter
mine how much the motion of the present universe de
viates from the Friedmann trajectory 

By solving (9.1) and (9.2) for x and Y 

x t = HAS;4 - 1- bS;3 - F(S I) - G(S I) - E), 

Yt=i(AS;4 - ~bS;3 + F(St) - G(St) +E), 

we obtain the two observational relations 

kIS~~ = 2at - 1 -A/(2 ~s:) + E/2 ~ 

+ F/21!~ + G/2 ~, 

ql= at -A/(2~S~) -E/2~ -F/2e~ + Gt/2e~. 

(9.3) 

(9.4) 

(9.5) 

(9.6) 

(9.7) 

In the case A = 0= F = G, they coincide with the 
general relativistic relations (if we identify E = iA); for 
t = to, the reSidual contributions from the early universe 
are negligi.ble, i. e., 1 Fa 1 /H~« 1 and 1 Go I /H~« 1, while 
the A term, which defines the initial state of the model, 
might have a nonnegligible influence on qo and k/S"'oH~. 
If, furthermore, the present state of the universe is 
long away from the turning point (j (Sma.) = 0, 1 E IIH~ 
«1. The present data qo"" 1 and ao :;:0.02 would require 
a negative A term, A <0, in order to account for the 
relation (9. 7) with 

(9.8) 

Despite the small value of ao, the geometry might be 
closed, since from (9.6) we find in general, byelimi-
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nating the A term, 

i?/S~H;=qa + ao -1 + B/H~; 

the geometry remains closed for 

qo > 1- ao -B/H~. 

(9.9) 

(9.10) 

In the same way we obtain an upper limit for (fa deter
mined by A/S~H;; as a consequence, the geometry is 
closed if and only if 

(9.11) 

In Einstein's theory, A is determined by the present 
radiation-energy content of the universe, A/S~= - ~KP~ 
~ - 10-61 cm-2

, and B by the cosmological constant lI., 
B= ~lI.. In the "Yang-Mills" cosmology, B is an ex
pression for the total energy integral and A follows 
from the physics of the early universe whenever the 
energy transfer between the massive constituents of the 
cosmic fluid and the photon gas is no longer negligible. 
The functional dependence of the late epoch is therefore 
exactly the same as in Einstein's theory, while the 
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physical interpretation of the corresponding terms is 
essentially different. 
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A method of obtaining integral representations of particular integrals of a class of inhomogeneous second
order linear ordinary differential equations is presented. The integrands of the representations are 
exp[F(z;t)], where F(z;t) = z 2a(t)+zb(t)+c(t). z is the independent variable of the differential 
equation, and a, b, and c are initially unspecified functions of the variable of integration, t. The lower 
limit of the contours of integration is zero. The upper limits of integration and the contours along which 
the integral is taken are initially unspecified. In the general class of inhomogeneous differential equations 
considered, the coefficients of the dependent variable and its derivatives are polynomials in z with 
complex constants and the homogeneous term is exp(k2z 2+ k1z + ko), where the k. are complex 
constants. One imposes the conditions that the application of the homogeneous operator to the assumed 
form of integral representation give the integral of - aF/al, that exp[F( z ;0)] be equal to the 
inhomogeneous term of the differential equation, and that the limit of expF as t approaches the upper 
limit along the contour of integration be zero. By equating coefficients of different powers of z separately 
to zero, one obtains a set of coupled equations for a. b, and c. The basic class of inhomogeneous 
differential equations to which the method is applicable is determined by requiring that a, b, and c be 
algebraic or elementary transcendental functions of t. The class of equations to which the method is 
applicable is extended to inclUde inhomogeneous terms of the form z·exp(k2z 2+ k1z + ko), where n is a 
positive integer, by repeated differentiation of integral representations of members of the basic class with 
respect to kl' treated as a parameter. More general inhomogeneous terms may be treated by 
superposition and, in appropriate cases, by approximation in terms of sets of orthogonal functions. 

1. INTRODUCTION 

The theory of integral representations of solutions of 
homogeneous linear ordinary differential equations is 
well established. Such integral representations are a 
Significant element of the theory of ordinary differential 
equations and are extremely important in mathematical 
physics. 1 In the case of inhomogeneous equations, in
tegral representations do not appear to have received 
substantial attention. This is somewhat surprising, 
considering the importance of inhomogeneous equations 
in mathematical physics. Integral representations of 
particular integrals of inhomogeneous equations whose 
integrands contain only algebraic or elementary tran
scendental functions of the variable of integration may 
have substantial advantages over solutions obtained by 
the usual methods of variation of parameters or Green's 
functions. The latter solutions contain products of solu
tions of the corresponding homogeneous equation and 
integrals whose integrands contain solutions of the 
homogeneous equation as a factor. If the solutions of 
the homogeneous equation are higher transcendental 
functions, the relative advantage of integral representa
tions of the sort described may be considerable. Fur
thermore, integral representations may be particularly 
convenient for approximate analytic or numerical evalua
tion. 

a)This work was supported in part by the U. S. E. R. D. A. under 
the auspices of the Division of Magnetic Fusion Energy under 
contract W-7405-ENG-48, and by the N. S. F. under contract 
ENG 75-06242. 

b)Present address: California Energy Resources Conservation 
and Development Commission, Sacramento, California 
95825. 

In this paper a method of obtaining integral repre
sentations of particular integrals of a class of inhomo
geneous second-order linear ordinary differential equa
tions is presented. In Sec. 2 the motivation for the 
method is presented. It is based upon a consideration 
of two particular inhomogeneous equations. The in
homogeneous term of both equations is a constant. The 
corresponding homogeneous equation is, in one case, 
Airy's equation and, in the other case, the parabolic 
cylinder equation. These equations appear in the warm 
fluid theory of linear mode conversion of a time-har
monic uniform external electrostatic field in the direc
tion of linear2 and parabolic plasma density profiles, 
respectively. 

In the case of the inhomogeneous Airy's equation, 
there exists an integral representation of a particular 
integral. 3 In the case of the inhomogeneous parabolic 
cylinder equation, an integral representation apparently 
has not been published. 4 An integral representation 
is easily obtained by transformations of the dependent 
and independent variables and the method of Fourier 
transforms. The derivation of this result is presented 
in the Appendix. 

An examination of the manner in which the two inte
gral representations satisfy the corresponding equa
tions suggests a method for obtaining integral repre
sentations of a broader class of differential equations. 
The elements of the method are presented in Sec. 3. 
The basic class of equations to which the method may 
be applied consists of two subclasses, depending upon 
the set of restrictions imposed upon the form of solu
tion assumed. Subclass 1, which is treated in Sec. 4, 
consists of equations of the form 
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(fIZ + j~h" + (giZ + gO)v' + (hiz + ho)y(z) 

=exp(l.?lz+ l?o) (1 ) 

and related equations obtained by setting various of the 
constant coefficients in, gn' lin' and lZn equal to zero. 
Subclass 2, which is treated in Sec. 5, consists of 
equations of the form 

fo.,,11 + goy' + (h2 z2 + hiz + floh(z) = exp(1<2z2 + Ie I Z + lco) (2) 

and related equations obtained by setting various of the 
constant coefficients equal to zero. 

The class of equations to which the method can be 
applied can be extended by differentiating integral re
presentations of the basic class with respect to lzp 
treated as a parameter, and by superposition. Under 
some conditions it is possible to treat, in an approxi
mate manner, equations with more general inhomo
geneous terms. In the case of Subclass 1, it may be 
possible to approximate an inhomogeneous term on the 
range 0 ,-: Z < 00 by a reasonable number of terms of an 
expansion in weighted Laguerre polynomials. In the 
case of Subclass 2, it may be possible to approximate 
an inhomogeneous term on the range - 00 < Z < 00 by a 
reasonable number of terms of an expansion in weighted 
Hermite polynomials. 

In Sec. 6, various aspects of the method are dis
cussed. In particular, the relation of the method to the 
theory of integral representations of solutions of homo
geneous equations is examined. The extension of the 
latter theory to inhomogeneous equations apparently has 
never been undertaken. It yields integral representations 
of a narrower class of inhomogeneous equations than 
the method presented here-it cannot be applied to some 
equations of Subclass 2. 

2. TWO EQUATIONS OF INTEREST 

The two inhomogeneous equations which motivate the 
method presented in this paper are 

(3) 

and 

\''' + (Z2 - ry)1'(z) =1. (4) 

Equation (3) appears in the warm fluid theory of linear 
mode conversion of a time-harmonic uniform external 
electrostatic field in the direction of a linear plasma 
density profile. 2 The dependent variable is the complex 
amplitude of the self-consistent electric field in the 
plasma. If the plasma density profile is parabolic in
stead of linear, the corresponding equation is (4). 

A particular integral of (3) is given by the integral 
representation 3 

If~ Hi(z) =- exp(zt - 13/3)dl. 
7T 0 

(5) 

A set of linearly independent solutions of the corre
sponding homogeneous equation, denoted by Ai(z) and 
Bi(z), are expressible as integral representations in 
which, except for a constant multiplier, the integrand 
is the same as that of (5) but the contours of integra
tion are different from that of (5). The integral repre
sentation Hi(z) can be obtained by applying the method 
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of Fourier transforms. The integral representations 
Ai(z) and Bi(z) can be obtained by applying the theory 
of integral representations of solutions of homo
geneous linear ordinary differential equations, using 
the Laplace kernel K(z, t) = exp(zt). I 

Integral representations of solutions of the homo
geneous equation corresponding to (4) have been ob
tained in variOUS forms by the theory of integral repre
sentations. For example, the asymptotic behavior 
:1-'(z)-exp(~iz2) can be removed by assuming a solution 
of the form 

\'(z) = exp(iz2 /2)cI>(w), (6) 

where W=_iZ2. The transformed equation for cI>(tv) is 
the canonical form of the confluent hypergeometric 
equation with parameters a = HI + iCi) and c =~, Inte
gral representations of solutions of the confluent hyper
geometric equation can be obtained by using the Laplace 
kernel K(1l', l) = exp(wt). Integral representations of 
particular integrals of (4) apparently have not been 
published. 1 Comparison of the Eq. (3) and (4) and the 
integral representations of the corresponding homo
geneous equations suggests that it should be possible to 
obtain integral representations of particular integrals 
of (4). 

Integral representations can in fact be obtained by 
straightforward application of the method of Fourier 
transforms to the differential equation for 'ir( 1') = cI> (w), 

where " == iu' = Z2 0 Introducing a convenient transforma
tion of the variable of integration and subtracting a 
solution of the homogeneous equation, one obtains the 
integral representations 

,'(z)=Jc exp{-}z2tan(J+~Ci(J 
± 

(7) 

where the contours of integration C. and C_ apply to the 
cases Im(Ci» -1 and Im(Ci) < 1, respectively. Note 
that both contours of integration are available in the 
range - 1 < 1m (a) < 1. The contours C. and C_ proceed 
from the origin to y ± i oo , respectively, where r is a 
finite real number. The procedure described above for 
obtaining the integral representation (7) is presented 
in the Appendix. 

Examination of the manner in which the integral re
presentations (5) and (7) satisfy the Eq. (3) and (4), 
respectively, suggests a method for obtaining integral 
representations of a broader class of differential equa
tions. 

3. ELEMENTS OF THE METHOD 

Operation of the linear differential operators of (3) 
and (4) on the integral representations (5) and (7), re
spectively, produces an integral of a derivative of a 
function of the variable of integration. At the upper 
limit of integration the function vanishes. At the lower 
limit it reproduces the inhomogeneous termo If a par
ticular inhomogeneous equation is represented as 

Ly(z) =R(z), (8) 

integral representations of particular integrals are of 
the form 
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y(z) = f expF(zit)dt. 
c 

(9 ) 

The function F satisfies the conditions 

a 
L(expF) + at expF = ° (10) 

and 

expF(z;O) =R(z). (11 ) 

The contour of integration, C, proceeds from the ori
gin to an upper limit t = u along a path such that the 
limit of expF as t approaches u on the contour is zero. 

Generalizing the form of F in a manner such that the 
forms of its dependence on z in (5) and (7) are com
prehended, we have 

F(z;t)= Z2a(t) + zb(t) + crt), (12) 

where a, b, and c are initially unspecified functions of 
t. Subject to additional limitations that may appear in 
the further development of the method, the form of F 
given in (12) permits the treatment of inhomogeneous 
equations in which the inhomogeneous term has the form 

(13) 

where k2' kl1 and ko are (possibly complex) constants. 
The consistency of (12) and (13) imposes the conditions 
a(0)=k2, b(O)=kl1 and c(O)=ko' 

The basic class of differential equations for which 
we shall endeavor to obtain integral representation of 
the form which we have described is 

(j2 Z2 + l1 z + 10h
n + (g2 zZ + g1 z + go)y' (14) 

+ (h2Z2 + h1z + hoh(z) = exp(k2z2 + k 1z + ko), 

where the quantities In, gn' and hn' n = 0,1,2, are 
(possibly complex) constants, some of which may van
ish, Since the functions zn, 1l=0, 1, 2, ... , are linearly 
independent, the imposition of condition (10), where L 
is given by (14), yields a set of coupled equations for 
a, b, c, and their first derivatives. The process of 
obtaining an integral representation of the assumed 
form consists of the determination of a set of algebraic 
or elementary transcendental functions which satisfies 
this set of equations subject to the conditions a(0)=k2, 
b(O) = k1' c(0) = ko, and a contour of integration C which 
satisfies the conditions states above. We shall find that 
the class of Eq. (14) is broader than the class of equa
tions for which integral representations of the assumed 
form can be obtained, The exploration of the limitations 
on the class of equations for which integral representa
tions can be found is facilitated by initial inclusion of 
inadmissible terms and an examination of the considera
tions which necessitate their exclusion. 

Proceeding in the manner which we described above, 
we obtain the following set of five coupled equations for 
a, b, c, and their first derivatives: 

637 

4j~a2=0, (15) 

412ab + 411a
2 + 2gza=0, (16) 

12(b2 + 2a) + 411ab + 410a2 + g2b+ 2g1a + h2 = - a', (17) 

11(b2 + 2a) + 410 ab + glb + 2goa + hl = - b' , 

10(bZ + 2a) + gob + ho = - c' , 
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(18) 

(19) 

If 12 '* 0, it is possible to obtain an integral represen
tation of the assumed form only for members of the 
class of Eq. (14) in which certain of the constant coef
ficients are so interrelated that the corresponding equa
tions form a subclass of (14) which is negligible inter
est. Iflz"O, (15) imposes the condition that a=O, The 
condition a(O) = k2 cannot be satisfied unless k z = 0, 
Relation (16) is then identically satisfied. Relations (17) 
and (18) are a pair of quadratic equations for b. The 
condition b(O) = k1 must also be satisfied, These three 
relations can be satisfied simultaneously only if //11 
=gZ/Kl = hz/h1 and iflzki+K2k1 +h2=0. 

Accordingly, we shall henceforth assume that 12 = 0. 
With this assumption, (15) is identically satisfied. There 
are then three exclusive alternative sets of assump
tions that result in the satisfaction of (16): ((= -g,/2fl1 

K2 "0, 11*,0; ((0=0; andj~=g2=0. 

The first set of assumptions is that a = - K2/2/11 
1

1
,,0, and g2 *,0 0 It is possible to obtain an integral 

representation of the assumed form only for a subclass 
of (14) which is so restricted as to be of negligible 
interest. Condition a(0)=h2 can be satisfied only if 
k2 = - g/211' Relation (17) determines a constant value 
of b that is consistent with relations (18) and b(O) = "1 
only in extremely limited circumstances. Accordingly 
we exclude henceforth the set of assumptions a = - g2/ 

,'~f1' /1" 0, and g2 * 0. 

The second set of assumptions for satisfying (16) is 
that a'" 0. This assumption yields Subclass 1, which is 
treated in the next section. As we shall see there, it 
is c.haracterized by the restrictions j~ =K2 = lz2 = "2 = O. 
Additional coefficients may, of course, vanish. 

The third set of assumptions is that a is not identical
ly equal to zero but that /1 =g2 = 0. This leads to Sub
class 2., which is treated in Sec. 5. It is characterized 
by the r,~'strictionsj~=11=g2=gl=0. Additional coef
ficients lnay, of course, vanish. 

The cla~~s of equations to which the method is ap
plicable can be extended beyond the basic class of 
equations composed of Subclasses 1 and 2. This is 
accomplished in the following manner. First, sup-
pose that \'(zi is an integral representation of a parti
cular integral of an inhomogeneous equation which is a 
member of the baSic class. The constant hi is replaced 
by the parameter \> The nth derivative of \'(z) with re
spect to X, evalua.ted at \ = 1?11 is an integral represen
tation of a particular integral of an inhomogeneous 
equation which difJers from the original equation in that 
the inhomogeneous term is zn times that of the inhomo
geneous term in the original equation. Second, integral 
representations of particular integrals of equations in 
which the inhomogeneous term consists of a sum of 
such terms can be obtained by superposition, 

Under some conditions it is possible to treat, in an 
approximate manner, equations with more general in
homogeneous terms. This is accomplished by expres
sing the inhomogeneous term as an expansion in an ap
propriate set of orthogonal. polynomials> 

4. SUBCLASS 1 

If (16) is satisfied by choosing a",O, the restriction 
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k2=0 is imposed. If (17) is satisfied by choosing 
b = - ~/ g2 and imposing the restriction g2"* 0, the 
simultaneous additional satisfaction of (18) and the 
relation b(O) = k, imposes restrictions on the coef
ficients which deprive the resulting subclass of equa
tions of substantial interest. 

Accordingly, we choose the imposition of the restric
tions g2 = h2 = ° as the means of satisfying (17). The 
two remaining equations of the set, (18) and (19), de
termine functions b (t) and e(t) which are algebraic or 
elementary transcendental functions of t. Contours of 
integration which satisfy the requirements of the me
thod can be obtained. Thus Subclass 1 consists of the 
equations 

(f, z + fo);/' + (g, Z + go)y' + (h,Z + ho)y(z) 

= exp(k1z + "0), (20) 

in which additional coefficients may vanish o 

The determination of the complete set of possible 
contours of integration for integral representations is 
simplified considerably by choosing b instead of t as 
the variable of integration. We thereby obtain repre
sentations in the form 

y(Z)=- f e• exp[bz +e(b) +j(b)]db, (21) 

where 

e(b) =j fOS2 + gos + ho ds + k (2.2) 
e'(b)f,s2+g1s+hl 0 

andj(b)=-log(f,IT+g1b+h1)' The contours of integra
tion C' proceed from k1 to a finite or infinite upper 
limit along a path such that the limit of exp[zb + c(b)] as 
b approaches the upper limit on the contour is zero. 
The contours of integration C' (b) proceed from k1 to 
b, a point on C'. Note that c(b) is a multivalued function 
of b depending on the character of C'. Contours 'Of in
tegration C' are of two types: those for which the upper 
limit is a root of the equation P, =0, where P, =f,b2 

+g,b +hl> and the limit of expe(b) as b approaches the 
upper limit on the contour is zero; and those for which 
the upper limit is at infinity and the limit of exp[zb 
+ e(b)] as b approaches the upper limit on the contour 
is zero. 

We consider the former case first. If the poly
nomial P, is of second degree and has eq,ual roots or 
if P, is of first degree, the values of the coefficients in 
the integrand of e(b) determine whether- or not it is pos
sible to satisfy the condition that the Umit of expc(b) as 
b approaches the upper limit on the contour is zero. 
If P, is a perfect square, it is alway s possible to satisfy 
this condition by choosing the contonr of integration so 
that its directed tangent at the upper limit lies within 
a suitable range of directionso In this case it is con
venient to introduce the transformation of variable of 
integration p = (b - b 8)"1, where b s is the (repeated) root 
of the equation PI = 0. 

The possibility that the equation Po = 0, where Po 
= f ob2 + gob + ho' has a root (or roots) in common with 
the equation P, = ° must be investigated in specific 
cases. 

Consider now contours oJ: integration C' for which the 
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upper limit is at infinity and the limit of exp[zb + c(b)] 
as b approaches the upper limit on the contour is zero. 
The values of the coefficients in the integrand of c(b) 
determine the dominant asymptotic behavior of e(b) as 
b approaches infinity. Since fo *' 0, it can be proportional 
to b3

, b2
, or b. If it is proportional to b3 or b2

, the 
contour of integration can always be chosen to approach 
infinity in a range of directions such that the limit of 
exp[zb + c(b)] is zero. If the dominant asymptotic be
havior of e(b) is proportional to b, the contour of inte
gration can be chosen to approach infinity in a range of 
directions such that the limit of exp[zb + c(b)] is zero, 
except for a single (possibly complex) value of z. 

The. extension of Subclass 1 to equations in which the 
inhol\logeneous term is z" exp(k, z + ko), where n is a 
positive integer, doe s not introduce integral represen
tations distinct from the basic integral representation. 
To see this, it is sufficient to treat the case 11:= 1. An 
integral representation for 11:= 1 is given by )', 
= (oY%A)! Aokt' where "0 is the representation given in 
(21). The result is 

I - r k k '(/')] fQ/;:i +g,J'J + h" I .\l-expz 1+ o+') '1 -(k2+<Tk+h 'D· 
. 1 , .... 1 1 

(23) 

It may be possible to treat, in an approximate man
ner, equations with more general inhomogeneous terms. 
On the range ° "" z < 00, it may be possible to approximate 
an inhomogeneous term by a reasonable number of 
terms of an expansion in weighted Laguerre polynomials. 
We have shown that the extension of Subclass 1 to equa
tions in which the inhomogeneous term is zn exp(k,z 
+ ko) does not introduce integral representations dis
tinct from the basic integral representation. Thus the 
approximate representation of a particular integral of 
an equation with a more general inhomogeneous term 
may be relatively convenient. 

5. SUBCLASS 2 

The remaining alternative for satisfying (16) is that 
a is not identically equal to zero but that 11 = g2 := 0. 
Then a can be determined in terms of elementary 
transcendental functions of t by integration of (17) sub
ject to the condition a(0)=1<2' 

If g, *' ° and h2 * 0, it is impossible to determine a, 
b, and c in terms of algebraic and elementary tran
scendental functions. One can see this by inspection of 
the explicit expression for aCt) obtained from (17) and 
the expressions for b as a functional of a and for e as 
a functional of a and b obtained from (18) and (19), re
spectively. In terms of the quantities 1':= 4foa, y. 
:= - g, ± (gf. - 4/0h2)1 /2, and K2 := 4/0"2' a(t) is given by the 
relation 
y(t) 

y. exp[~(y. -yJt - ~lnP]-y_exp[ - tty. -yJt + ~lnPJ 
= exp( ib'. - I' Jt - ±lnPJ- exp( - }(y, - I' Jt + }lnPl ' 

(24) 
where P = [(K2 - 1'.1/ (K 2 - I' J]. The value of I' is indepen
dent of the branch of InP chosen. Note that if gl:=: ° and 
h2 "*0, I' is given by the relation 

(25) 
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where 0 =2(-fah2)1/2 and ta=(2otl ln[(K2-o)/(K2+O)]. 
The value of y is independent of the branch of the square 
root which is chosen for 0 and the branch of the log
arithm which is chosen in (25). The expressions for 
band care 

bet) =exp{ - J t [4faa(t') + gJ dt'} 
a 

X [k1 - J; exp{Jat'[4faa(t") + gl]dt"} 

X [2gaa(t') + h1]dt'] (26) 

and 

c(t) =ko - J t [fa{[b(t')]2 + 2a(t')} 
o 

(27) 

If, on the other hand, gl =ga=hl =0 and h2 ,*0, the 
determination of a, b, and c in terms of algebraic and 
elementary transcendental functions is a relatively 
simple matter. If we impose the condition that gl = 0, 
it is unnecessary to limit further the class of dif
ferential equations for which we can obtain ingegral 
representations by imposing the conditions ga =h1 =00 
Instead, we take advantage of the perceived simplifica
tion by introducing certain transformations of dependent 
and independent variables. These transformations per
mit us to apply our method to a transformed differential 
equation, instead of the original equation. In it, the 
coefficients of powers of the transformed independent 
variable in the linear differential operator which vanish 
are those that correspond to ga and hl' in addition to 
those that correspond to f 2.JH g2' and gl' Thus Sub
class 2 consists of the equations 

faY" + goY' + (h2Z2 + h1z + ho)y(z) 

= exp(kzz2 + k1z + ka)' (28) 

in which additional coefficients may vanish. 

The transformations of dependent and independent 
variables are the following. The solution of (28) is 
given by y(z)==u(z)v(z), where u(z)=exp{-(ga/2fa)[z 
+(h1/21;)]}, v(z)=w(x), x=(h/fa)1/4[Z+(h/2h2 )], and 
w(x) is a particular integral of the equation 

d2w 
dx2 + (X2 - $)w(x) = exp(lzx2 + [IX + la)' (29) 

Note that, even if Z is real, x may be complex. In this 
equation 

Q _!~ ! h~ ho 
fJ-4f'3/2h1/2 + 4n12h3/2 -f'l/2h1/2 ' 

Jo 2 fo 2 Ja 2 
(30) 

12 = k2 (fo/h2)1 /2, (31) 

k f'l/4h k Fl/4 1 <T 1 -_ 2JO 1 +~+ "0 
1 - hS/4 h1/4 '2 j.3 14h1/4 , 

2 Z Jo Z 
(32) 

1kh21kh 
la =_::L:! __ ::rJ. + k _ log(/, h )1/2 

4 h~ 2 h2 0 0 2 • 
(33) 

Henceforth, for the purpose of determining integral 
representations of the transformed equation (29), we 
make the replacements W - Y. x - Z, 12 - k2' 11 - k1' 
and la - ka' We assume integral representations of the 
form described in Sec. 3. 

The determination of the complete set of possible 
contours of integration for integral representations is 
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Simplified considerably by chOOSing as the variable of 
integration a instead of t. We thereby obtain represen
tations in the form 

y(z) == - J c" exp[z2
1l + zb(a) + c(a) + m(a)]da, (34) 

where m(a)=-log[4(a2 t-i)] and C" are contours of in
tegration which proceed from the point a = k2 and 
satisfy the conditions stated in Sec. 3. The functions 
b(a) and c(a) are determined in the following manner. 
Combining (17) and (18) and integrating the resulting 
differential equation subject to the conditions a(t = 0) 
:=k2 and b(t:=O)=kv we obtain the result 

(35) 

where B = kl (k~ + ~ )-1/2. Proceeding in similar fashion 
with (17) and (19), eliminating b2 from (19) by the use 
of (35), and imposing the conditions a(t=0)=k2 and 
c(t:= 0) == ko, we obtain the result 

c(a) == iB2(a - k2 ) + i 10g(:;: n 
- t!3tan-1(2a) + t!3tan-1(2kz) + ho' 

(36) 

n is convenient for the purpose of determining contours 
of integration to express the inverse tangent in terms 
of logarithmic functions by the relation 

tan-1(2a) = h log [- (~ ~ t!)] . (37) 

Contours of integration C" are of two types: those for 
which the upper limit is a = ± ti and the limit of 
expc(a) as a approaches the upper limit on the contour 
is zero; and those for which the upper limit is at infinity 
and the limit of exp[z2a + zb(a) + c(a)] as a approaches 
the upper limit on the contour is zero. With regard to 
the former type of contour, note from (36) and (37) that 
if Im$ > - 1, the upper limit a = - ti must be chosen. 
If Im$ < 1, the upper limit a = ti must be chosen. Note 
that either contour of integration may be used in the 
region - 1 < Im$ < 10 The use of the variable of integra
tion (J = 2t, where (J = - tan-1 (2a), may be convenient 
for purposes of approximation and computation because 
the upper limit of integration is at infinity, Compare 
the Appendix. With regard to the latter type of contour, 
note that the dominant asymptotic behavior of the 
quantity [Z2a + zb(a) + c(a)] as a increases without limit 
is (Z2 + Bz + iB2)a. Thus one requires that the contour 
of integration approach infinity within the range of direc
tions for which Re[(z2 + Bz + tB2)a] < 00 At the value of 
z for which the quantity (Z2 + Bz + tB2) vanishes the 
condition cannot be satisfied. ' 

In contrast to the case of Subclass 1, the extension 
of Subclass 2 to equations in which the inhomogeneous 
term is z" exp(.~2z2 + k1 z + ka), where n is a positive 
integer, introduces integral representations distinct 
from the basic integral representation. To see this, 
it is sufficient to treat the case n = 1. An integral re
pr~sentation for n= 1 is given bY:V1 = (2:Vo/aA)IA=~1' where 
Yo IS the representation given in (34). The integrand of 
Y1 differs from that of Yo by the factor [z(h~ + ttl /2 
X (a2 + i)l /2 + tk1 (k~ + itl(a - k2 )]. The contours of in
tegration for the additional integral representations 
are the same as the contours for Yo' 
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It may be possible to treat, in an approximate man
ner, equations with more general inhomogeneous terms. 
On the range - 00 < z < 00, it may be possible to ap
proximate an inhomogeneous term by a reasonable num
ber of terms of an expansion in weighted Hermite poly
nomialso We have shown that the extension of Subclass 
2 to equations in which the inhomogeneous term is 
z" exp(k2z2 + k 1z + ko) introduces integral representations 
distinct from the basic integral representation. Thus 
the approximate representation of a particular integral 
of an equation with a more general inhomogeneous term 
may be relatively less convenient than in the case of 
Subclass 1. 

6. DISCUSSION 

We now discuss various aspects of the method which 
we have presented. 

An obvious question arises concerning the relation 
of the method to the theory of integral representations 
of homogeneous differential equations, 1 The integrands 
of integral representations of equations of Subclass 1 
are the same as those of the corresponding homo
geneous equations based upon the Laplace kernel 
exp(zb). The contours of integration of the integral re
presentations of inhomogeneous equations differ from 
those of representations of homogeneous equations. In 
the former case, the limits of integration and the con
tour along which the integral is taken are such that at 
the lower limit of integration the bilinear concomitant 
is equal to minus the inhomogeneous term and, as the 
upper limit of integration is approached, the bilinear 
concomitant approaches zero. In the latter case, of 
course, the limits of integration and the contour along 
which the integral is taken is such that the bilinear con
comitant returns to its initial value at the end of the 
contour. The integral representations of equations of 
Subclass 2 are similarly related to those of the corre
sponding homogeneous equations based upon the Laplace 
kernel exp(z2a) only if 11 vanishes. Otherwise, a kernel 
canot be found. As a practical matter, this requires 
that k1=go=0 and that k2 =0 or h1=0. Thus, for ex
ample, in consequence of the requirement that k1 == 0, 
representations of equations with inhomogeneous terms 
z(2n+l)exp(k 2z2+k 1z+ko), where n=O, 1, 2, 00., can
not be related to integral representations of the cor
responding homogeneous equations. 

Various transformations of the variable of integra
tion may be used to cast an integral representation in 
a form which is particularly convenient for approxi
mate analytic or numerical evaluation. Although band 
a have been used in presenting the development of the 
method for Subclasses 1 and 2, respectively, in par
ticular cases it may be desirable to use the original 
variable of integration, t. 

The method presented here should be applicable to 
a wide range of problems in theoretical physics. One 
particular area of application is wave propagation in 
inhomogeneous media, such as plasma. Another is 
resistive boundary layer problems of magnetohydro
dynamics, such as those of tearing modes and resistive 
internal kink modes. 5 
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APPENDIX: DERIVATION OF (7) 

In the case of (4), integral representations can be 
obtained in a straightforward manner by the use of 
Fourier transforms. A solution y(z)==exp(iizZ ) \f!(v), 
where v = Z2, is assumed. The function \f!( v) is a solu
tion of the inhomogeneous differential equation 

iv\f!" + (ic - V)\f!1 - a\f!(v) == ti exp( - iiv), (AI) 

where a = t(1 + ia) and c == ~. Introducing the Fourier 
transform 

(A2) 

we obtain the following first-order differential equa
tion in the transform variable, 

d [ -] - 1 1 dq q(q + 1)\f! - (cq + a)\f! = 2 7Tili(q + 2)' (A3) 

In this equation, 0 is the Dirac delta function. Defining 
the quantities a(q) = q(q + 1 )>¥(q) and S(q) == (cq + a)1 
q(q + 1), we obtain a differential equation for e, which 
may be integrated from the constant value qo to q to 
give 

~(q) == exp( f· Sdq' )e(qo) 
·0 

+ trri r exp( J. Sdq")6(q' + i)dq' 0 (A4) 
·0 .. 

We may choose qo - ± 00 and e( ± 00) == O. We thereby 
obtain, respectively, 

e(q) == T trri exp( f.: /2 Sdql)U[ T(q + ill, (A5) 

where u is the unit step function. ExpreSSing ~(q) in 
terms of~, determining the inverse transform, 

1 f'" -\f!(v) = 27T _., eiq"'l!(q)dq, (A6) 

and expressing y(z) in terms of 'Ir(v), we finally obtain 
the integral representations 

y(z)=iir"'exp[i(z2+i)q+r Sdq'l-(l l)dq• (A7) 
-1/2 -1/2 q q+ 

In order to determine the conditions under which these 
two solutions are valid, it is necessary to examine the 
quantity 

J" Sdq' -log[q(q + 1)] 
-1/2 

= ~(- 3 +ia)logq - H3 +ia)log(q + 1) 

- t( 1 + ia )log( - t) + t( - 1 + ia )log( t). (A8) 

If the upper limit of integration in (A 7) is - 00, the path 
of integration contains the point q == - 1. Accordingly, 
the existence of the integral requires that the condition 
Ima > - 1 be satisfied. If the upper limit is + 00, the 
path of integration contains the point q == 0 and the con
dition Ima < 1 must be satisfied. Note that either re
presentation may be used in the region - 1 < Ima < 1. 
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The latter choice is appropriate in the case of electro
static linear mode conversion in a parabolic density 
profile because Im(a) is proportional to minus the col
lision frequency. 

Operation of the linear differential operator of (3) 
on the integral representation (5) produces an integral 
of a derivative of a function of the variable of integra
tion, At the upper limit of integration the function 
vanishes. At the lower limit it produces the inhomo
geneous term. Such is not the case when the linear 
differential operator of (4) operates on the integral 
representations (A 7). There is an important difference 
between the two sets of integral representations (5) 
and (A 7). Representing a particular inhomogeneous 
equation as 

Ly(z) =R(z), (A9) 

we see that the representation (5) is of the form 

y(z)= J expF(z;t)dt, (AIO) 
c 

where t = ° is the lower limit of integration and 
expj(z;D) =R(z). In contrast, the representations (A 7) 
are of the form 

y(z) = Ic exp[F(z;t)]G(t)dt, (All) 

where, as before, expF(z;O) =R(z), and G(t) is a non
constant function of the variable of integration. Integral 
representations of (4) which are of the form (AID) can 
be obtained by the introduction of a transformation of 
the variable of integration, The desired transformation 
of variable of integration is defined by the relation 
dO' = M q(q + 1) J-1dq and the correspondence of q = - % 
with 0'==0. The direct and inverse transformations are, 
respectively, O'==%i{log[q/(q+l)]-log(-l)}, where 
the same branch of the logarithmic function is choosen 
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in both terms, and q = - (1 + exp2iO' )-1, Introducing the 
transformation into (A 7), we obtain the integral repre
sentations 

y(z) = I exp{ - tz2tana + %aO' 
co,. 

+ Iog[t(coscr)"1/2]}dO', (A12) 

The contours of integration Co. consist of two segments. 
The first, which we denote by C i' proceeds from the 
origin to upper limits at r ± i oo, where r is a finite real 
number. The second segment proceeds from r ± i oo to 
trr(2n+l), wheren=O, ±l, ±2,o". Since in this case 
F(z;r±ioO)=F[z;trr(2n + l)J=O, the parts of the integral 
representations whose contours of integration are the 
second segments are solutions of the homogeneous 
equation corresponding to (4), We choose to omit them 
and thereby obtain the integral representations 

y(z) = 1. exp{ - iz 2 tana + %au Ci 

+ log[ t(coscr)~l /2]}da, 

which appear in (7). 

(A13) 

lP.M. Morse and H. Feshbach, JvJethods of Theoretical 
Physics (McGraW-Hill, New York, 1953), Part I. Chapter 5, 
Sec. 3. 

2G.J. Morales and Y.C. Lee, Phys. Rev. Lett. 33, 1016 
(1974), 

3M. Abramowitz and I.A. Stegun, Handbook of Mathematical 
Functions (Dover, New York, 1965), Sees. 10.4.44 and 
10.4.56. 

4Ref. 3, pp. 1031, 1040. In the Subject Index, cf. the headings 
"Airy functions: differential equations" and "Parabolic cylin
der functions: differential equation. " 

5R. Galvao, private communication. 
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Quantization of spinor fields 
Piotr Garbaczewski 
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Influenced by Klauder's investigations on the same subject, we study the question of correspondence 
principle for Dirac fields, looking for its formulation without use of Grassman algebras. We prove that 
with each Fermi operator (the series with respect to asymptotic free fields): n(lji, \~): one can associate the 
functional ne (ljic, ij1') with respect to classical spinor fields. Here the projector IF and the Hilbert (Fock) 
spaceJF=ipJ'B are given such that the identity IF: nC(IjIB, ~): IF]FF = :n(ljI, \ji):J defines the 
mediating boson level, where coherent state expectation values of operator expressions are in order: 
<:nC(IjiB, iVB

):) = nC(ljic, ~). For proofs we employ functional differentiation (resp. integration) 
methods, especially in connection with the use of functional representations of the CCR and CAR 
algebras. 

1. THE CORRESPONDENCE PRINCIPLE FOR 
SCALAR FIELDS 

In the present paper we shall not go beyond the frame
work of the conventional quantum field theory, and aU 
considerations are essentially based on its LSZ formu
lation. 1 The basic assumption here is that any operator 
quantity characterizing a given quantum system (scalar 
field) admits a decomposition into power series expan
sions with respect to normal ordered products of free 
asymptotic fields. With a given scalar quantum field 

0(X) - rpin (x) = rp(x), 
, t ± "" out 

we associate an algebra of all operators, 

: F(rp) • = 6 Un, : rp":) 
n 

(1. 1) 

where (. , .) is a bilinear form, and the Schwartz nuclear 
theorem allows us to consider (fn, : cp":) in the form 

Un,: cp":) = J dX1'" .r dxnfn(x,,): rp(Xl)" ~ <p(Xn): 
(1. 2) 

Xn =(X1,""Xn), xk~~:H4' 

In general there appears the highly nontrivial task of 
recovering conditions, necessary to impose on coef
ficient functions (distributions) tfnL to get proper alge
braic properties on a suitably chosen domain. We do 
not bother with this question in the course of the papeL 
With the Fock representation of the CCR algebra 
(asymptotic condition) in minc!, [a*, a, SGB tK, K = [2 (IR3) , 
we introduce a coherent state domain for our operator 
algebra according to 

[2(IR3):, C\', (0, a) = j~3 dll CI (1/) aU,) = Ii (Y 11 2, 

ICI)=exp(-lloI12/2) exp(CI, 11*) S1 B , (1.3) 

(a i a (11) I a) =, (aU'» = (~(iI), 11 c: IR3. 

If CI, a appear as classical (complex) Fourier amplitudes 
of&(x):CI,a-a,a*""'· &(x)--'P(x), we get 

(n I (p(x) I CI) = <'P(x» = !P(x), 

«(yl :FCp): ICI)=F(Q)=L.«(n,&n). n . 

(1. 4) 

The formula (1. 4) establishes a correspondence between 
the quantum and classical lerel of 11 l{il'en (scalar) field 
and Ihe associated algebra. All the algebraic manipula
tions appearing on the quantum level induce correspond
ing relations on the classical level, and therefore many 

essential questions as, e. g., estimates (concerning the 
convergence of operator series, criterions for joint 
multiplication) are transferred onto the classical level, 
where powerful analytic methods allowing to solve them 
are known (compare Ref. 2). In connection with those 
problems, it is extremely useful to employ so-called 
functional representations of the CCR algebra, arising 
in the theory of the functional power series. 2 Namely, 
let us assume that we have given the Hilbert space 
[Bargmann space B([2(IR3

))] of all functional power 
series V(a): 

Veal =L: (1/..fn! )(Vn, an) 
n 

= I: (1/ >In!) r 11k,. Vn (k,.) a (k1 ) < .. a (kn), 
" . 

dk,. = d1z1 ••• dkn, 

II vI12 = (V, V) = v (d~) V(a) 1<>.0 =~ ('Vn, 11n) 

=~ II Vn 112 = f v(y) V(y) exp[- (y, y)l d 
y 

f1r 
(1. 5) 

where d/ da symbolizes the Gateaux derivative with 
respect to a E [2 (IR3) , while dey fliT) the functional 
(Gaussian path) integration measure, compare Ref. 2 
and J. Rzewuski's monograph. 3 

InB{[2(IR3» we assume (Ref. 2) to have defined an 
algebra of double power series: 

x anm(k,., Pm) a(l?1)" 0 a(l?n) a(P1)' •• a(pm), 

(AB)(a, 0') = I: ~ (6 (ank , bkm ), annm \ 
"m vn!ml k ) 

=A (G, d~) B(y, 0;)17=0 

= JA(a,Y)B(y,a)exp[-(y,Y)ldC~)' 

(A V) (a) = V' (a) =6 ;, (2: (a nk , v k), a n)\ 
n vn! k ) 

=A(a, d~) V(Y)17'O= fA(a,y) V(y) 

xexp[-(y,y)]d (~) . (1.6) 
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The underlying Hilbert space and the algebra can be 
derived from much worse defined objects by applying 
suitable analytic restrictions (their study in the frame
work of double functional power series is given in 
Ref. 2). 

In the course of the paper, we do not pretend to give 
highly correct meaning to the notion of functional (path) 
integrals (see, e. g., Ref. 4); all the definitions estab
lishing a sufficient axiomatization of the formalism can 
be found in Rzewuski's monograph. 3 

Theorem 1 (junctional representation of the CCR): 
Double power series (a,f) exp(a, a) = aV)*(a, a), 
<l,a) exp(a, a) = a (f)(a, a), f~ [2(:1R3), play inJB 
=B(L2(JR3» the role of generators a{j)*, a(f) respec
tively of the Fock representation of the CCR algebra 
with the vacuum vector nB = 1 (the whole set of complex 
numbers ([ spans in fact the vacuum sector). 

Proof: Given in Refs. 2, 5; for further convenience 
we shall only quote 

[a{f), a(g)*L(a, a) = <l ,g) exp(a, a) = (j, g) [B(a, a), 

[a(f),a(g)J.(a,O')=O, (a{f)nB)(a) =0. 

(1.7) 

As a coronary to Theorem 1, one can easily prove: 

Lemma 1: For any F(f/J) =A(a, a) (after suitable re
ordering of summations and integrations), the double 
power series F(fP) exp(a, a) play in JB ==B(L2(JR3» the 
role of the operator :F(rp): 

:F(rp): (a, 0) =F(fP) exp(a, 0). (1. 8) 

Proof": Immediate, by applying (1. 6); see also Ref. 2. 
In consequence, in addition to the correspondence rule 
(1. 4) we can formulate the quantization principle (1. 8) 
allowing to reconstruct immediately the quantum obj ect 
from a given classical object. Here (see Rzewuski's 
monograph) the algebraic structure on the quantum level 
induces a corresponding structure on the classical 
level: 

:F1(rp): :F2(rp): => (:F1(r): :F2
(cp):)(a, a) 

=exp(a, a)' {F1(fP)(*) F 2(fP)}= exp(a, a)F12 (fP) 

= :F12 (rp):(a, a) =:;> :F12 (rp):, 

where 

(1. 9) 

(1. 10) 

Arrows indicate the direction in which operators act, 
and t.(x - y) is the Pauli-Jordan distribution. 

The identity (1. 9) recovers what is the relation be
tween the quantum and (implied) classical multiplication 
rules. The situation appearing can be summarized in 
the following: 

Correspondence principle: (i) Correspondence rule: 
{: F(rp):} - {F(fP)}: 
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(0'1 :F(rp):la)=F(rp), 

(a I: Fl (rp): : F2(rp): 1 a) =F1 (fP) exp ~{ t. ~) F 2(fP) 

=F12 (rp). 

(1. 11) 

(ii) Quantization rule: {F(fP)}~{:F(rp):}: 

F(f/J) exp(a, a) == : F(rp): (a, a) => : F(rp):, 

F 12 (f/J) exp(a, a) = (: Fl (rp): : F2(rp):)(a, a) ='> : F12 (rp): • 

(1. 12) 

Commonly, the quantization is believed to be per
formed, if the Green's functions are given. For this 
purpose, one needs, however, the knowledge of the 
generating functional: 

Z( ) = J exp{i[S + J dX1](x) fP(x}]}Pd(MfP/YiiT) 
1] Jexp(iS)d(Mrp!/i7f 

(1. 13) 

where S is the classical action, M is an arbitrary linear 
operator, and fP a quite arbitrary scalar field. The 
integration measure d(Mf/J/.fiii) is defined according to 
Rzewuski's monograph2 (Fresnel integral). 

The two-point Green's function is then given by 

(1. 14) 

In the above, 1] is a suitable classical source function. 
It is useful to know that, in the free field case, Z(1]) 
reduces to 

Z(1]) = exp[ - (i/2) J 1] (x) G(x, y) 1]( y) dx dy], (1. 15) 

where t. is one of the Green's functions of the KG 

operator (the arbitrariness exists), usually chosen to 
be the causal function. 

2. INTRODUCTION TO THE PROBLEM: FERMIONS 

Pragmatists working in the domain of quantum field 
theory are strongly convinced (see, e. g., Coleman's 
opinion expressed in Ref. 6) that quite satisfactory 
(though even not fully correct) classical level for the 
algebra associated with any Fermi (Dirac, say) field 
is given in the framework of Grassman algebras, which 
are built of c-number-like, but anticommuting objects. 
This last property manifestly exhibits the Pauli exclu
sion principle, influencing the starting Fermion level. 
Investigations3,7 have been going in this direction 
(especially because of the similarity of the formal 
scheme, allowing us to reproduce all the results in the 
manner analogous to this of Bose case). There was even 
founded a complete mathematical theory (Berezin's3 
monograph) of anticommuting numbers in functional-like 
differentiation and integration procedures. 

Let us add that if in Theorem 1 we formally put ele
ments of the antic om muting ring in place of square in
tegrable functions, a Fock representation of the CAR 
would be obtained (see, e. g., Garbaczewski,8 where a 
complete construction is given). 

If we follow the Grassmanian way, the generating 
functional (the notion used here in rather ambiguous 
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meaning) for the Green's functions of the Dirac field 
reads 

Z( i]) = J exp(i{S + J [i)(x) IjJ(X) + 17 (x) ~(xD-dx}' d(J\N/li1i) 
1), ) fexp(iS)d(Mdlvi1f) 

(2.1) 
CH is an arbitrary linear operator). If electromagnetic 
interactions are taken into account (with the Faddeev
Popov measure 0J1A; see Popov's monograph2), then 

Z (T), i), 1] "') = 

f exp{i[S + f (i)d' + J;T) + 1]", A"') dx]} oil A d(M/li1T) 
f exp(iS) Oil A d(:lIJ'/ Viii ' (2.2) 

whe! e 17, i), T)", are "sources" of fields w, ~,A", respec
tively. Notice that T), 1j, qJ, J. belong to the Grassman 
algebra, and 0J1 A integrates over classes (orbits with 
respect to the gauge group), 

On the other hand it is perfectly well known that one 
can always construct the set of (c-valued!) functional 
power series with respect to free Dirac fields and equip 
this set with a suitable topology and algebraic structure, 
So, it is rather surprising that no reasonable corre
spondence with the (prospective) quantum level was 
found. Really, the Pauli exclusion principle docs no! 
govern the considered classical level, in contrast 10 the 
Grass III an ajJjJYoach. 

At this point we do not wish to tilt at windmills and 
advocate this pure c-number point of view, against the 
just-described Grassman tools (especially because these 
last are widely spread and quite convenient in explicit 
calculations). We wish, however, to prove that the rea
sonable correspondence jJrinciple can be established 
lJclU'cenfunctionalj)ower series of Dirac sjJinors and 
operator series with respect to normal products of 
Dirac fermiolls. This correspondence will be estab
lished in a correct and unambiguous way with no refer
ence to Grassman methods. 

Let us mention the two isolated attempts in this direc
tion which are known to the author; see, e. g., Ref. 8. 
It was proved that c-number images of Fermion func
tionals do exist. Another possibility8 was to construct 
a pure operator theory where functional-like differen
tiations and integrations would be carried out with 
respect to operators. In the free field case, the gen
erating functional (2.2) reads 

Z(1], i), 1]",) = exp[- i I i)(x) G(x - Y)1J( Y) dx dy 

(2.3) 

where 

I P+11I 
G(x - v) = (21T)-4 dp explip(x - v)]· pi 2 + '0 ' . • -111 1 

(2.4) 

The choice of the causal function is justified by the 
need for uniqueness of the expressions in exponents; 
the arbitrariness mentioned in connection with scalar 
case is thus removed. The integral received gives 
the photon part in the Lorentz gauge. For more details, 
see Ref. 3. 
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Let us add that the functional (Grassman level) 
definition of the two-point Green's function corre
sponding to the spinor field, by the use of (anticommut
ing) derivatives with respect to sources, reads 

(2.5) 

3. INTERLUDE: BOSON EXPANSION METHOD IN 
THE QUANTUM THEORY OF FERMIONS 

Realizing the program sketched in Sec. 2, we intend 
to close, by the present paper, the series,5 developing 
the method of Boson expansions in application to Fermi 
systems, The first two papers of Hef. 8, of these 
series, include in fact an attempt to apply a c-number 
language in the functional formulation of the quantum 
theory of Fermi systems: So-called lunctional repre
sentations of the CAR algebra were invented there. 
The third paper of Ref. 5, of these series, generalizing 
results of the previous two onto the algebraic level, 
began a systematic study of the "bosonization" question 
(the term used by us as the shorthand version of the 
title of this section) from both mathematical and physi
cal points of view. 

Theorem 2 (representation of the CAR): Let us de
note an(k,,) = a(k1, ••• ,hn), l~ r=. IR3

, the Friedrichs
Klauder sign function8,9 being a continuous generaliza
tion of the n-point Levi-Civitta tensor. Let 
{a*, a, nB}L2(m3) generate a Fock representation of 
the CCR algebra over the Hilbert space L 2(IR3). The 
underlying Fock space we denote JB' Then, the triple 
{b*, b, nBL2(m3) with 

(a*, a) = J dk a*(!?) aOz), 

b{f) ==: exp[ - (a*, a)]' 6 (l/Yn! m 1) . nm 

x I dk" I dpm fnm(k", Pm) 

Xa*(1?l)" 'a*(hn ) a(Pl) 0 •• a(Pm):, 

fnm(kn, Pm) =';n + 1 Om,l+n an(k,,)1(Pl)a1+n(Pi+n) 

X O{/Zl- h) 0(1<2 - P3) 000 O{/<n- Pt.n) (3.1) 

generates a Fock representation of the CAR algebra 
over L 2 (IR3) , whose (Fock) representation space J F is 
selected from J B due to proj ection properties of the 
operator unit lI.F : 

[b(f), b(g)*J.= (j ,g) lI. F , 

X a(T?l) • 0 • a(T;;n) : , 

JF= lI. PJB' 

which implies the coincidence of the 1,aCUUfII and onc
particle sectors for the representations (CCR and CAR 
respectively). 

Proof: Details are given in Ref. 8 and in the first 
paper ~f ReL 5, The only difference lies in that we use 
an explicit form En(km Pn) =a .. (kn) 0(k1 - P1) 0', o(kn - Pn) 
of the integral kernel of the square root of the abstract 
projector E~ appearing in the original derivation. 

Comments: (i) The extension of Theorem 2 to an 
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arbitrary number of internal degrees of freedom is 
nearly immediate, and, by the substitutions 

j -js> a,a* -as,a~, 

o(kl - Pl+l) - Os t • O(fll - Pl+l) 
l' 1+1 

f dkn - :0 f dk" an(Kn) - un(Snl Kn), 
Is) 

(a*, a) - (a*, a) =:0 r dll a:(ll) as (T?), (3.3) 
s . 

we get the pair of Fock representations (CCR and CAR) 
spanned over Ai1v L 2 (IR3) :3 Is> and hence with the number 
N of internal degrees of freedom. 

(ii) By virtue of this result and the Haag-LSZ con
jecture (compare Sec. 1), we can associate with each 
quantum field theory (QFT) of the boson system 
(asymptotic free bosons) the corresponding QFT of the 
fermion system (asymptotic free fermions). In the rela
tivistic theory when the number of space-time dimen
sions is equal to two, the above conclusion can be 
proved in many ways; compare, e. g., Ref. 10. If 
Minkowski space is taken into account, then because 
both fermions and bosons have same number of inter
nal degrees of freedom, one of those systems should 
violate assumptions of the spin-statistics theorem. 
Hence if the former field is the physical one, the latter 
can appear as a subsidiary (ghost) entity, or conversely. 

(iii) On the other hand, if relativistic restrictions 
can be abandoned, the whole variety of interesting cor
respondences can be studied. For example, if we con
sider the low temperature limit of the Heisenberg 
ferromagnet, it is well known that the free magnon 
gas (bosons) behaves like the Heisenberg crystal itself. 
And really we have proved5 that if the ferromagnet 
Hamiltonian is H, then there exists the boson (magnons) 
lattice Hamiltonian HB and a projection Po in the boson 
Fock space JB such that H=PoHBPO and POJB =Jo is 
the Hilbert space of spin states of the Heisenberg 
ferromagnet. 

An analogous effect was observed in the macroscopic 
model of the atomic nuclei (four-fermion interaction) 
where atomic spectra in weak excitation limit look like 
those of quadrupole bosons. Here the underlying boson 
Hamiltonian HB includes a two-boson interaction term, 
where each Boson corresponds to the Cooper pair of 
(starting) fermions. 

Suitable modification of Theorem 2 was also used by 
us to make a transition from boson to fermion variables 
in the ultralocal quantization attempt for sine-Gordon 
1-solitons. (This was the model study of the quantiza
tion procedure, where by starting fro 111 the classical 
level, through the subsidiary boson level, the final 
physical Fermion level is achieved). 

Theorem 3 (functional representation of the CAR): 
Double power series 

b{f)(a,OI)=:0 ~ f dk, !dPm{v'n+10m.l+nUn(k,,) 
nm vn!m! 
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xj(Pl) ul +n (P1+") O(fll - P2) 

x {j (k2 - P3) ••• ° (fln - Pl.n)} 

X a (leI) ••• a (ll") 01 ( Pl) ••• a ( Pl + n) 
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play in 11. F J B = J F the role of generator s b (f) * , b (r) 
respectively of the Fock representation of the CAR 
algebra: 

[b(t), b(g)*l.(ev, 0') = (j ,g) ilF(a, 0'), 

rlB = 1, 

(3.4) 

(3.5) 

Proof: The above theorem is a corollary to Theorem 
2, and can be proved by making use of Theorem 1 and 
calculating the functional representation of obj ects 
appearing in (3.1), (3.2). It is useful to recall the 
formula (1. 8): F(a, 01) exp(a, a) = : F(a*, a): (a, a), 

The fermion subspace of the Bargmann space is here 
given by 

V E B (L 2 (lR3», 

II.F (a, d~) V(Y)IY=O 

= !II. F (a, y) V{y) d (lrr ) 

(3.6) 

and includes vectors received by the Fock construction 
from symmetric functions (vnu~)(k,,), which vanish if 
any two of variables coincide. 

In the Fock construction there is no difference be
tween such functions and the anti symmetric functions: 

un(vnu~)(k,,) = (vnun)(k,,), 
(3.7) 

Both kinds of them appear in the theory on an equal 
footing. In this connection compare also Refs. 5, 8, 
where the study of Hilbert spaces of symmetric and 
antisymmetric functions is given (together with suitable 
isometries between them). 

4. PROJECTION THEOREMS 

Let us consider an arbitrary operator: 

(4.1) 

whose generating triple {b*, b, rlB} is associated with 
the starting Bose triple {a*, a, QB L lnm is a totally anti
symmetric (n + m)- point function (distribution in 
general). We have: 

Lemma 2(boson expansions): 

1 1 
:F(b*,b):=:exp[- (a*,a)J'6 v , :0 1>.,' 

nm n . 177 ! k {, 

x (f * k+n k+m). an+k n!!lUm+k,a (l _, (4.2) 

where 111 denotes the reversed order of variables: 
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fn!!;'(k", Pm) =fnm(k1,···, kn,Pm,Pm_1>'" ,Pi). 

Proof: Immediate by applying the functional tools. 
Here, the fermion analog of (1. 8) can be easily derived 
(see Ref. 8): 

. (* . (- _ '" 1 '" 1 .F b ,b). ('/,a)-LJ -- LJ-
nm Vn!m! k I?! 

x «(J f (J -ak+n('/k+m) 
n+k ~ n!,!' m+k' • (4.3) 

The only difference if compared with the originalS 
formula lies in the use of the explicit form (In+k of the 
operators En+k ((In+k is the alternating function). 

One can also easily check the following identity: 
c 

:F(b*, b): =: exp[-(a*, all' F(a*, a): 

(_ l)n c 
= 6 --!- (a*n,: F(a*, a): an), 

n n 

1 
:F(b*,b):S1B =6 ".---, «(Jnfnm P(Jm,a*nam)S1B : 

nm vn!m! ~ 

=:F(a*,a):S1B , 

(4.4) 

suggesting the equivalence relation between :F(b*, b): 
c c 

and: F(a*, a):, where fnm = (J,rfnm(Jm is a symmetric func-
tion in groups of variables (m fand (n) respectively, but 
antisymmetric with respect to permutations from (m) 
into (n), and converselv. 

In connection with (4.4) we have the following: 

Theorem 4 (projection theorem): Let IF be given by 
(3. 2), f F = 1 F] B' The following identity 

IF:F(a*,a): ilF]F =:r(b*,b):JF' (4.5) 

holds for all operators: F(b* , b): and: F(a* , a): related 
by (4.4). 

Proof: The study of isometries between Hilbert 
spaces of symmetric and antisymmetric functions, 
performed in Ref. 8, results in the basic projection 
formula: 

i J J V '" 1 ( s 2 *n) n F B = F:3 = LJ r-o Vn(Jn, a HB 
n vn! 

= 6 ;, (iJn(Jn, b*n) S1B (4.6) 
n vn! 

so that !I.F V = V ~ (IF V)(a) = v(a). We denote vn = l~n(Jn' 
where 1~" is the n-point, symmetric function and thus v" 
is antisymmetric. Here, for all V E] F, (4.5) reduces 
to iF: F(a*, a): V =: F(b*, b): V. (Note that (4.5) is an 
identity on the whole of fBl. By (1. 8) 

- ",1(- 2) IF(a,a)==LJ, 0''', (J"a n , 
n n. 

c _ _ c _ 
:F(a*, a): (0', 0') == exp(O', a)· F(a, 0') 

=exp«(i, a) 6 ~ (fnm, anam) (4.7) 
nm vnlml 

with 

(ak+n, fnmCi k+m) = f deL, f dpm f drm fnm(Pn,r m)a(Pi)' •• (i(Pn) 

x a (ri) ••• O'(rm) a(qi) a(Qi)'" (i(qk) Ci(qk) 

(4.8) 
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Applying (1. 6), we get at once 

(4.9) 

while (4.3) can be written in complete analogy with 
(4.7): 

• F(b* b)' (- ) - '" 1 '" 1 (-k+n k+m) . ,. 0', a - LJ r-;--;- LJ -kl 0' (Jk+nfnm(Jk+m' 0' • 
nm Vn! m! k ~ 

(4.10) 

In consequence (with the use of the identity vn(J~ = vn) 
we get 

(:F(lJ*, b): V) (a) = 6 _1_6 ';(k+m)! 
nm v'nlm! k kl 

x (ak
+
n, (Jk+n fn?!, vk+m) (4.11) 

and 

(4.12) 

To make the comparison between (4.11) and (4.12) there 
is enough to restrict considerations to respective bi
linear forms. The integrations symbolized by the sign 
(. , .) induce a nonzero counterpart only from these 
functions which are totally symmetric both in the group 
of (n + k) and (m + k) variables and vanish if any two of 
variables coincide. 

(i) «(ik+n, (J~n(J n fnm(J m(J k+m Vk + m)' The coefficient function 
integrated with ak+n, due to the (n) ~ (m) symmetry [the 
change of sign if the variable from the group (n) is per
muted with any from (m)], can be decomposed into a 
sum of irreducible parts with respect to the symmetry 
group. Denoting 5 (n, 111) as the symmetrization opera
tor, we indicate the term of interest in explicit fashion: 

5 (n, m)[un(Jm fn!!,l = fn!!;,[A (n, m) (Jnam], 

(Jnfn!!'(Jm==5(n, m)[(Jn(Jm 'fn?!,l 

+ other decomposition terms. (4.13) 

Here we have clearly emphasized [A(n, m)1 the fact 
that symmetrization of the expression is achieved by 
the antisymmetrization of the product (Jnum' 

In this way we have explicitly disclosed the totally 
symmetric in (k +n) and (k + m) variables function, 
whose decomposition terms possessing another sym
metry are annihilated by the bilinear form: 

fn!!, Vk+m == {(J~nA (n, m)[ (In(Jml' U k+m} 'fn!!' V k+m 

+ other decomposition terms. (4.14) 

(ii) (ak+",(Jk+nfnmvk+m)' Repeating arguments of (i) we 
must select a totally symmetric in variables (k + n) and 
(k + 11'1) decomposition term of the function (Jk+nfnmVk+m' 
This can be obviously done by making use of (4. i4): 

uk+nfnmvk+m =={uk+nA(n, m)[(Jn(Jml' (Jk+m}uk+nfnmVk+m 
~ ~ 

+ other decomposition terms. (4.15) 
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The above symmetry analysis clearly shows that though 
visually the forms 0) and (ii) are different, they clearly 
coincide by virtue of performed integrations. Hence 
(4.11), (4.12) coincide also. The theorem is proved. 

To complete the above analysis, let us prove one 
more theorem, concerning the relations 

D.Fa{j)lF]F=b{j) ]F, 

II.F a(f)* D. F] F= b{f)*] F, 
(4. 16) 

which is the special example satisfying Theorem 4. 

Theorem 5 (projected representation): Given the 
Bose triple {a*, a, nB r and the associated Fermi triple 
{b*,b,nB }. The CAR hold on]Ffor operators Il Fa(j)ilF 
and ilF a{f)* il p The corresponding representation of 
the CAR is called the projected representation lnotice 
that formal operator expressions received after normal 
ordering of 1F a{j) IF' tJ.Fa(j)* tJ. F, respectively, are 
quite different from these for b{f), b(j)*]. 

Proof: We make use of (4.11), (4.12). 

(i) n = 0, m = 1 implies 

(4.17) 

Let us notice that u~uk+l = uk+b so that the second of our 
bilinear forms reads (ak

/, U k+1V k+l)' 

In the case of (ak
/, UklJk+l) we discover the antisym

metry (change of sign) for permutations (1,) IL (1) so that 
the only part of the symmetry group decomposition of 
the product aR

{ which does not vanish while integrated 
with the former function reads uk+1ukak

/: 

akf=uk+luk akf+ other decomposition terms. 

But it means that 

(a"/, ukvk+j) = (uk+IUka
k
{, Ukl'k+l) 

= (ak
{, ak+lu~l'R+1) = (aR{, a k+1Vk+I), 

which proves the coincidence of both expressions (4. 17). 

(ii) n = 1, 171 = 0 implies 

(4.18) 

Here the function a~+lfu"l'k is (ll + l)-symmetric and 
appears as a suitable symmetry group decomposition 
term of the function 

(4.19) 

which is the only term not annihilated by the bilinear 
form. The coincidence of both expressions (4.18) is 
thus immediate. Because identities (4. 17), (4. 18) hold 
for all vectors V:=:] F there is obvious that denoting 
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V'(a) = [b(g)V](a) = (il F a(g) V)(a), 

we get at once 

[b{f)* V'J(a) = [b(j)*b(g) V)(a) 

= [l Fa(t)* Il Fa(g) V](a) (4.20) 

and, in an analogous way, with V" (a) = [b{f)*V)(a) 
= (ILFa{f)*V](a), we get 

[beg) V"](a) = [beg) b(j)*V)(a) 

=[Il Fa(g)II. Fa{f)*V](a), (4.21) 

which by virtue of 

[b(f)*,b(g)]+=(f,g)D.F (4.22) 

trivially implies 

[b{f)*, b(g)].] F=[ l Fa(j)* IF' ilFa(g) Il Fl+]F 

= (j,lf)JF , (4.23) 

proving Theorem 5. 

5. DIRAC FIELD: THE CORRESPONDENCE RULE 

To get Fock representation of the CAR, suitable 
for the description of a free Dirac field, we must start 
from the triples {a*, a, nB hBt 2(m3) and {b*, b, nBrED4 2(m 3) 
exhibiting the number four of the internal degrees L 

(two charge and two spin degrees) of freedom in the 
theory. All previous results hold without any change 
for these representations (see, e. g., Theorem 2 and 
comments following it). 

In the fourth paper of Ref. 8 we have analyzed the 
standard construction 

b-=_l_ 
v'2 

b*+=l-.- [br-ibtJ b*-=.l-.- [b1-ib3] 
f2 bi - ibt' ,f2 b2 - ib4 

(5.1) 

(the analogous formulas for boson operators), allowing 
us to get the quintets: {b±, b*±, nB r Ef;2 L 2( iR 3) , 

{a",a*±,nB rED2 2(m3) with 1 
1 L 

[b+(f), b*-(g) l+ = (f,g) ilF = [b-(t), b*+C~-) 1 ; (5.2) 

the other anticommutators vanish. 

On the level of functional representations in the place 
of a, liE EBi L 2 (IR3) , we introduce the new Fourier 
amplitudes a, a*, [3, [3*EBi L2(IR3), so that 

(a, a) = (0', a*) + ([3, (3*) and f::::' El'i L2(IR3), 

a+{f)(Ci, a) = (0',]) exp[(a, 0'*) + ({3, (3*)l, 

a*+{f)(a, 0') = (0'* ,f) exp[(a, a*) + ({3, (3*)], (5.3) 

a-{f)eC;, 0') = ([3,1) exp[(a, a*) + ({3, (3*)], 

a*-{f)(a, 0') = ((3*,j) exp( il!, 0'*) + (p, (3*)]. 

Functional differentiations with respect to 0', Ii can be 
apparently translated to the language of 0', 0' * , [3, (3* 
according to : k = 1,2, (alb 0'12, 0'21> 0'22): = 0', 
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d d did d 
d ex k - df3: , da2k = J2 df3k - (j(;* • (5.4) 

Again, in close analogy to (1. 8), any normal ordered 
in the a+, a*+, a", a*" operator expression, 

. F( + * + - *")." 1 . a,a ,a,a .= L1 .1 
nmkl vn!m!k!lt 

x Unmkl' a+na*+ma"ka*-I), (5.5) 

admits a straightforward functional representation: 

:F(a+, a*+, a-, a*-): (a, ex) =F(ex, ex*, f3, f3*) exp(ex, ex), 

(5.6) 
where classical Fourier amplitudes ex, ex*, f3, f3* appear 
in the place of boson operators. 

Let us extend the Haag-LSZ expansion conjecture 
to the case of the Dirac field algebra (I/!, iji are asymptot
ic free Dirac fields): 

1 =L; - L; 
nm n! In! aT 

dXn 

(5.7) 

(], Tare bispinor indices and the overbar denotes Dirac 
conjugation of bispinors. 

It was proved in Ref. 8 that by the use of functional 
representations of the CCR and CAR the operator 
: n(ljJ, J;): admits a straightforward c-number image: 

:n(IjJ,~):(a,ex)=~ rf- , (snm,onanomexm)=S(a,ex), 
nm vn!m. 

(5.8) 
with a suitable (rather involved function of W k/ ) coef
ficient function s~~ (k", Pm), 11, II = 1, 2, 3, 4, denoting 
vector indices in EI7~ [2 (IB?). 

Unfortunately, this c-number image of : n(1/!, ~): 
cannot be related so simply as in scalar case, with 
functional power series of classical fermion fields. 

This seems to be a disadvantage of (5.8) if we com
pare it to a canonical classical-like image being based 
on the use of Grassman algebras (see also the fourth 
paper of Ref. 8). In this last case, one can satisfac
torily reproduce operator identities on the functional
like level (though not in the language of ordinary c
number functionals). We wish now to remove this dif
ficulty, and to find the functional power series of classi
cal spin or (Dirac) fields, being in the correspondence 
relation with the starting operator series: n(1/!, iji):. 

Theorem 6 (the cor~spondence rule): For each 
operator serie;; ~ n(ljJ, 1jJ) one can find the functional 
power ~eries n(ljJ, tJ with respect to classical free Dirac 
fields <fJ, i[i, such that: 

cB B _ ccC _ 

(i) : n(ljJ, 1Ji): (ex, 0') =Q(iJ;,iji) exp(ex, 0'), (5.9) 

B B 
where 1jJ, iJi are the subsidiary Dirac fields obeying (the 
thus improper) bose statistics, and 
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(5. 10) 

c c c 
The set of all functionals n(</!, i[i) may stand for an exact 
classical image of the former set of operators :n(l», iJi): 
realized via the mediation of the subsidiary boson level. 

Proof: : n(l», 'iJj): can be written in the following form, 
manifestly exhibiting the normal ordering of operators 
(below, the total antisymmetry of wnm in n + m varia
bles is essential): 

1 -
: Q(IjJ, i[j): = ~ -'-I (wnm ,: W + 1/!-)n(iV + l»-)m:) 

nm n.m. 

= ~ -f--, (Wnrt": ~ (nk) 1/!+k(1/J-)n-k~ 
nm n.m. k L1 

I 

X (~n) i[i+I(ij!-)m-Z:) 

=ltl n!m~k!l! IL~P jdXn jdY", !dZk fdU I 

x;(;+ (y ) " .;(;+ (y ) ,f,- (z ) "d- (z ) 
'l'Vt t 'l'vm m 'l'Pt 1 'l'P k k 

X iji~1 (Ut) , •• J;;I (U I) 

= ~ '~k'll (Wn+k."'+I,1/!+n("iinm(I/I")k(~-)I), nmkl n.m .. 

(5.11) 

where the operators l»±' iji> depend linearly (through 
Fourier transformations) on the Fermi operators b', b*> 
defined by (5. 1): 

[bj(k), bj"(p)]+ = ()i/)(k - p) I. F = [bj(k), bj'(p)]+. 

(5.12) 

The other anticommutators vanish. Indices i, j denote 
here helicity states i, j = 1,2 in contrast to bispinor 
indices 11, v. In (5.11) we have clearly distinguished 
two groups of operators: l»+n(iji+)m and l»-k (i[i")I , which in
volve, by (5.1) the (n + m)-point product of b*'s and 
(k + l)-point product of b's respectively. 

The validity of Theorem 5 is here immediate (com
pare also Comments to Theorem 2) so that 

b;1 (kt ) ••• bin (kn) bj; (Pt) ••• bj; (Pm) b;1 (qt) ••• b;k (qk) 

x bii(rt) ••• bi';(r /) J F 

~(]n+m(k", Pm) I1k+ / (q", r /) I1. F af
1
(k1) ., • at (kn) 

~ n 

x a*·(p ) ••• a*+ (p ) a- (q ) ... a- (q ) 
it 1 J m m s1 1 sk k 

x a*-(r ) ... a*-(r)1l. J tt 1 tl IFF, (5.13) 

where!: means that the identity holds true only if in
tegrated from both sides over all variables, with the 
suitable (antisymmetric) (n + m + k + 0-point function, 
(]k+/(q", r 1) =vk+l(rl , ••• , r1,qk"" ,q1), i. e., the tilde 
reverses the order of variables. 

The operators aj(k), aj±(k) stand here for operators 
of the ideal, fictitious, subsidiary bosons, constituting 
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the mediating level in the transition from (5.9) to 
(5.10). 

Here obviously the fermion Fock space] F appears as 
a subspace IF]B of the boson Fock space ]B' They are 
representation spaces for triples {b*, b, nB L:!14 2( m3) , 

{a*, a, nB } EEJ4 2(m3) respectively. 1 
1 

Let us now restrict consideration to the two-point 
product zP:(x) zP:( y), where we immediately get 

zP~(x) zP:(Y)]F 

:!c(1/27T)3 J dk(~)-l J dP(~)-lLv:l{k)v:j(P) 
II 

x exp(i(kx + py)]. 0'2 (k, P)1lF aj(k) aj(p) IF ]F' (5.14) 

Here again ~ means the validity of (5.14) only after 
smearing with an antisymmetric two-point test function. 
Here, by the use of four-dimensional Fourier trans
formations we can introduce the sign operator C2' with 
the integral kernel: 

Cz(x'-x,y'-y)= (2!)4 f dq !drO'2(q,r)exp(-iqx-iry ) 

x exp[i(qx' + ry')], 

(5.15) 
where 

x,YEM, q=(q,qo), O'2(q,r)I Qoow,,=O'2(q,r), q,rElR3
• 

Po-wp 

Now, (5.14) reads 

1/J:(x') zP~( Y')] F 

~ (2~)4 fax jdY C2(x' - x,Y' - y) (2!)3 !dM'/2W,,)ot 

x !dP("2Wp )-t r: v~ (k) v;J (p) 

x exp[i(kx + Py)] IF a;(k) aj(p) IF] F 

~ (2!)4 f dx fdY C2(X' - X, Y' - y) 

B B 

(5.16) 

where the superscript B means that zP*, 'i/i* appear as 
positive and negative frequency parts of fictitious (as 
violating the spin-statistics theorem) spinor fields in 
which Fermi operators b±, b** are replaced by boson 
operators a*, a** of the associated boson representation. 

The generalization of (5.16) is obvious, leading thus 
to the identity: 

<P;t(xt)" 'ljJ:m(xm)'i/i~t (Yl)'" 'i/i:m(Ym) 

B 

X "ijj;1 C~)(x", Ym, Zk' U/) IF ]F' (5.17) 
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where the undertilde means that the order of the k + l 
variables is reversed, (zt> ••• , z", ul' ••• ,ul) 
- (u l , ••• ,ub Zk, ••• ,Zl)' By virtue of (5.17) we get 
at once the required equivalence formula (5.9): 

c B B 

:n(I/J,'iJi):]F=lF :n(I/J,'iJi): D.F]F 

1 B B 
=L -,-, (wnmCnCm , D. F:zPn'i[i1n:D. F) ]F' 

nm n.rn. -

(5. 1~) 

Here the notation &nm=wnmCnCm is used. We have 
proved that, with each Fermi field algebra, one can 
associate a projection of the subsidiary (mediating) 
Bose field algebra, so that on ]F both algebras coin
cide. On the (not projected) boson level, we have 
trivially realized (5.10) as a consequence of (5.3)
(5.6), so that with each operator: n(zP, 'iJi): we have 
finally associated the functional 

cce eBB _ 
n(zP, 'iJi) =: n(l/J, 'iJi): ra, 0') • exp[ - (0', O')J, (5. H» 

e c 
depending on classical spinor fields I/J, lP differing from 
zP, iii by the replacement of operators b*, b*± by classical 
amplitudes [see (5.3)] 0', f3, 0'*, f3* respectively. The 
theorem is proved. 

Comment: (i) As a consequence of Theorem ~,,,there 
is enough to start from the set of functiopals {n(l/J, iP)} 
to get a functional representat,J-on {:na,'i/i): (a, O')} of t¥ 
set of bosgn operators {: s)(~, lJi):}, whose proj ection 
(IF: s)<¢, if): IF} on the Fock space J F is equivalent to 
the pure Fermi set {: n(zP, if):}. This sequence of steps 
allows to state the question of quantization of classical 
spinor fields. 

(ii) Note that operators :n(zP,'i/i): and D.F:na,~:IF 
have the same matrix elements if calculated between 
arbitrary states from]B: 

.x B B 
(m I :n(zP, lJi):ln) == (m 11F:!t(I/J,"if!): (Fin), 

where 1m), In)E]B' 

6. THE QUESTION OF ALGEBRAIC STRUCTURE 

As was emphasized in the discussion of scalar fiel<4;, 
the operator multiplication on the quantum level, via 
the correspondence rule, results in the multiplication 
(*) on the classical level; see, e. g., (1.9). 

In the case of Dirac fields, the situation is not so 
obvious, because classical spinors by no reason can 
account Jor the Pauli exclusion principle. The appear
ance of it on the quantum level should involve serious 
restrictions on the classical level. 

(i) Let us recall that the set of operators {: n(I/J,"if!):} 
is in ~h~ 1fl.uivalence relati01J on )F with the reduction 
(IF :n(~, lJj): lA of the set {:n($,;p):} of operators be
longing to the (subsidiary) boson field algebra. By the 
use of functional representation of the CCR, one can 
easily reproduce a corresponding (*) operation [see, 
e. g., (3.7)]: 

cB B c BB _ 

[:n1(1/J,"if!): :n2(zP, "if!):](0', 0') 

=={nt(J, $)(*) n2(l/Je, iPJ}expra, CI), (6.1) 
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(*) = exp (d ~) 
drY ' drY 

=exp [(d~*' d~) +(~, d~*)] 
= exp [- i ( 1 c+ ~) - i ( ~ c- -4)] . 

dl]! dlf! dt/! dip 

We have exploited here the fact that 

e e 
t/!o(x) =wo(x, CY, (3) 

= J dk~ {V;o(k,x) rYj(x) + vjo(k,x) !3j(k)} 
J 

and integrals over products of v's allow us to get 
Green's functions of the Dirac equation, C', 
respectively: 

(6.2) 

(6.3) 

( d C+ d) -6 fdx 
d«J ;a - aT 

fd 
d c+( ) d V -- X - --r:--' 

. d~"(x) crT Y diJiT(y) ' 

(6.4) 

arrows indicate the direction in which differential 
c c 

operators act. In formulas above t/!, iii are classical 
functions (the commuting ring). 

(ii) If we follow the Grassman methods13 (anticom
muting ring of spinors), formulas, nearly identical 
with (6.1)-(6.4) appear: 

[: Q1 (~I, iIi): : Q2(~J, $):](0:, CY) = exp(a, rY) {Q1 (t/!, iIi)(*) Qz(l/J, iii)}, 

(6.5) 

with (*) given by (6.2). However, here a, 0' belong to 
the Grassman algebra, so that we deal with the func
tional-like representation (see, e. g., Ref. 8) of the 
CAR, formally coinciding (inform) with the functional 
representation of the CCR. On the lhs of (6.5) if!, iJi are 
Fermi fields, while on the rhs there are functions 
from the anticommuting ring. Obviously functional ex
pansion coefficients wnm in (6.5) are totally antisym
metric, while in (6.1) we have dealt with Cn C mWnm. 

Obviously, (6.5) can be rewritten with the use-of func
tional-like (measures on Grassman algebras) integrals. 
We prefer however the differential way, as significantly 
simpler and easier to work with (notice an analogy of 
functional power series with power series of complex 
variables). 

(iii) The relations between expansion coefficients of 
operators : Ql(~J, iT): and: rl2(1/J, iP): following from their 
multiplications are well reproduced by (6.5). One may, 
however, proceed along less formal, though unfortunate
ly not so elegant here, c-number way of previous 
sections. Here 

: Q1 (1', J): : Qz (cf" iJi): } F 

eBB eBB 

= IF: Ql(W,iJi): IF:rlZ(t/!,iJi): I F }F (6.6) 

SO that, by Theorem 6, 

CcC eBB cBB __ 

Qlz(d:, iT) = [: Q1 (I/J, iii): I1 F : QZ(I/J, iJi) :](0', (Y) • exp[- (0:, rY)] 

(6.7) 
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would establish the required translation of quantum 
mutliplication rule (fermions) into the classical lan
guage. Because the representations of the CCR were 
defined with respect to primary Fourier amplitudes 
0:, Ci E: Ef4 L 2 (IR3) , we indicate the possibility of suitable 
reordering of summations and integrations, writing 

(6.8) 

Now 

c c c _ 
rl12 (l/J, ifj) = F 12 (O', rY) 

= (:F1(a*, a): ilF :F2(a*, a):](a, 0') exp(-(a, 0:)] 

=F1(a, 0')(*) F 2(a, 0'), 

(6.9) 

where 

(6.10) 

(after performing all differentiations one puts 
CY =Y, a =Y) and 

IF(Y, y) = exp(-(y, y)]. iF(Y, y) 

= 6 1.- 6 (_l)k (y-k+n (J2 k+n) 
n n! k k! ,nY. (6.11) 

We have been not able to find any sensible representa
tion of (6.9) in terms of pure c-number functions ~, ~, 
and thus not in terms of amplitudes (1,!3E: ffi1 L2(m,3). 
However, the formal rules (6.5) can be used as a com
plementary tool, satisfactorily reflecting relations 
between expansion coefficients, which follow from 
(6.9), and then allow us to define a c-number functional 
s112(&,;t) while starting from the Grassman functional 
Q12(l/J, ifj): w~~ - Cn C!!J w~~. 

7. QUANTIZATION OF DIRAC FIELD 

In the case of the scalar field, having given an 
asymptotic free field $, we could define sets of opera
tors (functionals respectively) :Q(rp):, s1(fp). 

In the case of the Dirac fields <p, if we map: rl(l/J, iJi): 
onto a classical level through the mediation of the 
subsidiary boson levE'l. However, this boson level it
self allows us to consider its own classical map con
sis~ilJg from the set 5 of all functionals with respect 
to ~', if) whose expansion coefficients wnm are totally 
(n +m)-symmetric: 

(7.1) 

In the quantization attempts of any classical spinor 
field theory one starts from functionals d rather than 

e 
from Q. At first we must have a reduction tool ~llowing 
us to transform 5 into the set 50 of functionals Q, which 
are the only ones of interest if it is required that the 
Fermi level be achieved. 

Lemma 3: There exists the reduction operator Po 
on S, such that 

PoS =50• 
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Proof: We shall introduce into our considerations 
the following functional: 

(7.2) 

If we consider Po as an operator in S, acting according 
to the following (functional) rule, 

(7.3) 

where ~nm={m{n{n+mwnm={m{nwnm' and as possessing 
the expected symmetry properties, then :..!nm is totally 
(n + m)-antisymmetric. The lemma is proved. With 
this selection tool, we can formulate: 

Theorem 7 Wuanfization rule): Given the set S of 
functionals t2(~, $), then PoS =S 0, if equipped with the 
algebraic structure (6.9), allows us the quantization 
map 

CC-'. eBB eBB 
n(<J;, <J;) - :n(<J;, 'ifj): =0> iF :n(<J;, 'ifj): iF JF= :n(<J;, ifJ):JF' 

(7.4) 
c 

connecting with each element 0, of So the correspond-
ing element: 0,(4', ifJ): of the Fermi field algebra. The 
converse map is realized by the correspondence rule of 
Theorem 6. 

Proof: Repeats in fact arguments of Theorem 6. 

Theorems 6 and 7, combined together, form a cor
respondence principle for Dirac fields. 

8. ON GENERATING FUNCTIONALS FOR THE 
GREEN'S FUNCTIONS 

The commonly used functionals (2. 1) are based on 
Grassman concepts. Let us consider the functional of 
the same form: 

Z( c ~ _ J exp{i[ S + J (h~ + ij&)dx]}' d(iVlJ/YTifJ 
T/ ,T/ - J exp(iS) d(M$lf[iT) (8.1) 

with the only difference lying in the replacement of 
Grassman objects by corresponding c-numbers (com
muting rin~) ~,#, &,"$, d(MJNiii). Functionals of the 
forrp Z(~, Tf) play the role played in the previous section 
by n. 

Let us introduce the following reduction of Z(~, ij): 
c c c c 

Z 0(T/, f)) = (p oZ)(T/, f)) 

an am) 
dfpn afpm 

(8.2) 

For the general case, the reduction formula (8.2) does 
not look too attractive. Let us see, however, what 
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happens in the free field case, when 

c c [c c 
Z(T/,f)) =exp - i(1J, CT/)], (8.3) 

where CaT(x - y) is the Green's function of the Dirac 
equation. We have defined at once the two-point Green's 
function by 

(8.4) 

which allows us to consider the reduced (boson) gen
erating functional (8.1) as a (c-number) generating 
functional for the Green's functions of the Dirac field. 

Note (ldded in proof: In the course of the paper the 
words "classical" and "quantum" concern the c-number 
and q-number levels respectively of the given theory, 
and have nothing to do with any Pi - 0 limit. The natural 
system of units Pi = c = 1 is employed. 

A complete operator formulation of steps (5. 14)
(5.16), which should be more convincing for an un
familiar reader, can be found in the Phys. Rep. C 
(1978) paper of Ref. 5. 

Let us emphasize that by virtue of the projection 
theorems each Bose field, which obeys the Haag-LSZ 
expansion conjecture, has its corresponding fermion 
contents. It happens independently of whether the spin
statistics theorem holds or not, and makes less sur
prising the fact that in some Bose field theory models 
(as, eo go, the sine-Gordon one) fermions are allowed 
to appear. 

lThe general structure of the quantum field theory (QFT) in
cluding functional formulation of the LSZ approach with re
spect to scalar fields is studied in: H. Lehmann, K. 
Symanzik, and W. Zimmermann, Nuovo Cimento I, 206 
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Math. Phys. 1, 1 (1970); 1, 195 (1971); see also S. Schweber, 
J. Math. Phys. 3, 831 (1962); V. Bargmann, Comm. Pure 
Appl. Math. 14, 187 (1961). 

3Most systematic studies of functional integration and differ
entiation methods in application to QFT have been performed 
in monographs (spinors treated in Grassman language): F.A. 
Berezin, The Method of Second Quantization, in Russian 
(Nauka, Moscow, 1965); J. Rzewuski, Field Theory, Vol. II. 
Functional Formulation of the S-Matrix Theory (Iliffe, 
London, PWN, Warsaw, 1969); V.N. Popov, Path Integrals 
in Quantum Field Theory and Statistical Physics, in Russian 
(Atomizdat, Moscow, 1976). 

4The so-called mathematical theory of Feynman path integrals 
(with a few limitations) is covered by: C. DeWitt-Morette, 
Comm. Math. Phys. 28, 47 (1972); 37, 63 (1974); S. 
Albeverio and R. Hpegh-Krohn, Mathematical Theory of 
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Non Fock extension"; Proc. of the 13th Karpacz School, Acta 
Univ. Wrat. 1976, "Bosonization of Fermions in QFT", 
"Bosonization of Fermions in Heisenberg ferromagnet," in 
Theoretical Physics, Memorial Book on J. Rzewuski's 60th 
Birthday (Wroclaw, 1976); "The method of Boson expansions 
in the q. t. of Fermions," Phys. Rept. C in print; with Z. 
Popowicz, "Ultralocal quantizational of Sine-Gordon I-soli
tons," submitted for publication; Int. Journ. Theor. Phys. 
115, 809 (1977), "Remark on Kalnay theory of Fermions con
structed from Bosons." 

6For the voice of a pragmatist, see: S. Coleman, "Secret 
symmetry," in Laws of Sub nuclear l'.1atter, Erice Summer 
Institute, edited by A. Zichichi (Academic, New York, 1975). 

7Extension of the LSZ methods in terms of functional integrals 
onto Dirac spinors by making use of Grassman algebra tools, 
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tion and Feynman quantization of spinor fields in terms of 
ordinary c-numbers"; F. Rohrlich, in Analytic Methods in 
Mathematical Physics, edited by R. P. Gilbert and R. G. New
ton (Gordon and Breach, New York, 1970)," The coherent 
state representation and q. f. t."; p. Garbaczewski and J. 
Rzewuski, Rep. Math. Phys. 6, 431 (1974), "On generating 
functionals for antisymmetric functions and their application 
in q. f. t."; P. Garbaczewski, Rep. Math. Phys. 7, 321 
(1975), "Functional representations of the CAR." 

9K.O. Friedrichs, 1'vlathematical Aspects of the Quant/wI Field 
Theory Fields (Interscience, New York, 1953). 

lOFor strongly selected number of investigations on fermion
boson correspondence, especially in connection with Thiring 
and sine-Gordon systems, see: S. Coleman, Phys. Rev. 
D 11, 2088 (1975); S. Mandelstam, Phys. Rev. D 11, 3026 
(1975); A.K. Pogrebkov and V.N. Sushko, Teor. Mat. Fiz. 
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The local von Neumann algebras for the massless scalar 
free field and the free electromagnetic field 
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The properties of the von Neumann algebras of local observables for the free scalar field of zero mass are 
studied. The local algebras possess a lattice structure, and the duality condition is satisfied. The problem 
of duality for the free electromagnetic field is discussed. 

1. INTRODUCTION 

In the algebraic approach to quantum field theory one 
is involved with the problem of giving the general prop
erties (axioms) of the local algebras of the observables 
of the theory. The program of determining the general 
algebraic structure which must constitute the natural 
framework of the quantum field theory has been initiated 
by Haag and Kastlerl and developed in great detail in a 
series of papers by Doplicher, Haag, and Roberts. 2 

Between their very general axioms, the locality postu
late, in the more stringent form of the duality condition, 
has a central role. 

To exploit in detail the meaning and the power of 
these axioms, it is interesting to examine if they are 
satisfied in some simple models, as the free field ones. 
It turns out that, in the free field models, all the axioms 
are very easy to verify, except the duality condition, 
which requires a detailed investigation of the structure 
of the local algebras. Some years ago Araki3

• 4 has 
proven, for the scalar free field of mass 111 > 0, that 
the duality condition is satisfied and that the local 
algebras have a well defined lattice structure. 

In this paper we extend Araki's proof to the scalar 
free field of mass In = D. Then we give a clear defini
tion of the local algebras for the electromagnetic free 
field and show that the proof of the duality condition 
rests, in this case, on a well defined technical problem. 
We make the ansatz that the answer to this problem 
should imply that the duality condition is still satisfied. 

The plan of the paper is the following. In Sec. 2 we 
define the formalism needed to study the free scalar 
field and we recall its well known properties. In Sec. 3 
we define the Von Neumann algebras of local observa
bles and state, in Theorems 3.3 and 3.4, their proper
ties, already proven4 for m > 0. Section 4 is devoted 
to the technical lemmas and theorems which we need to 
prove our results. In Sec, 5 we prove Theorem 3.4 
for m = D. Finally, in Sec. 6, we study the Von Neumann 
local algebras for the elect!"omagnetic free field. 

a)Research partially supported by the Istituto Nazionale di 
Fisica Nucleare, Roma. 

2. THE FREE SCALAR FIELD 

Let us consider the complex Hilbert space L2 
=L2(lR3, d3p/{p2 + m 2)1/2), m;' 0. From L2 we construct 
the symmetric Fock space5 Js =EB:=oJ:n), where J~n) is 
the symmetrized tensor product of n copies of L 2• For 
any jE L2 there is a self-adjoint operator on J s , S the 
Segal field operator, which is defined by 

<Ps{j) = Jz [a{j) + a*{j)], (2.1) 

where 

a*(j) 'l!(n)=Yn+1{]0 'l!(n»)s, 'l!(n)EJ~n>, (2.2) 

and a{j) is the adj oint of a* (j). 

Let us consider the following closed subsets of L2, 

K={JE L 2 Il{- p) =](p)}, 

J1' 21~ -} K'=VEL j{-p)=-j{p) , 
(2.3) 

where fiP) is the complex conjugate of j(p). K and K' are 
not (complex) subspaces of L2, but if we define the real 
Hilbert space L whose elements are those of L2, con
sidered as a real linear space with the real scalar 
product 

(2.4) 

K and K' are orthogonal closed subspaces of L and they 
satisfy the relation 

K'=f3K=K\ (2.5) 

where (3 is the operator of multiplication by the imagi
nary unit. Then, if j E L 2, there is a unique 
decomposition 

j=g+ih, gE K, hE K (2.6) 

which implies 

<ps{j) = <PsCg.) + <ps{ih) = cp{g) + 7T{h) (2.7) 

where 

(2.8) 

and 

7T{h) = Jz- [a* (h) - a(h)] (2.9) 
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are the canonical free field and the canonical conjugate 
momentum. 

We now want to recall the correspondence between 
the Segal field operators and a class of solutions of the 
Klein-Gordon wave equation, 

(2.10) 

Let 5T (lR4
) be the space of the C~ real functions of 

rapid decrease, in the four-dimensional coordinate 
space, with the real inner product given by 

{fl, h)H = III (x) 1:1. w(x - Y)f2(Y) d4x d4y 

= Ill(P)fz(P) 6(pZ - mZ)d4p, (2.11) 

where 

P=(Po,p), p2=p~_pZ, 

x=(xo,x), px=Poxo-p'x, 

j(p) = (27it3/2 I d4x exp(ipx)t(x) , 

1:1. (1) (x)= (27i) -3 f d4p exp(- ipx) 6(p2 _ nz2). 

Let us define 

(2.12) 

(2.13) 

(2.14) 

The quotient space 5 r(lR4)/ 5~(lR4) is a real pre-Hilbert 
space with respect to the scalar product 

(2.15) 

where {r}, fE Sr(m,4), is the equivalence class of t, We 
call H the completion of 5 r(m,4)/ 5~(m,4). It is immediate 
to recognize that H can be identified with L by means 
of the correspondence 

{f}E 5 r(JR4)/ S~(m,4) -l(p) =j«p2 + m2)1/2, p):=: L 

(2.16) 

extended to all H by continuity. Moreover, to each 
(r}:=: Sr (m,4)/ S~(m,4) corresponds a smooth solution of 
the wave equation (2010), 

F(x) = I d4y1:I.(x-Y)f(Y), (2.17) 

where 

1:1. (x) = (;:)3 f d4p exp(- ipx) 6(p2 - m 2) E(Po). (2.18) 

The function F(x) is uniquely determined by the knowl
edge of its initial conditions a(x) =F<O, x) and b(x) 
=F(O, x), which have the following expressions in terms 
off [see Eq. (2.17)]. 

a(x) = - (27i)-3/2 I d3p exp(ip' x) g(p), 

b(x) =: (271)-3/2 J d3p exp(ip .X)(p2 + m2)-1I2h(p), (2.19) 

where [see Eq. (2.16)] 

g(p) + ih(p) =f(p). 

Equations (2.19) imply that 

a(p) =: _ g(p), b(p) = (p2 + m 2)-1/2 h(p), (2,20) 

where a(p) and b(p) are the Fourier transforms of a(x) 
and b(x). From Eqs. (2.5) and (2.20) it easily follows 
that L can be identified with the real Hilbert space 
H =H~m) ffiH~m), where H~m) and H;m) are the real Hilbert 
spaces obtained by completing the space 5 r(m,3) of the 
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real C~ functions of rapid decrease with respect to the 
scalar products, 

(t,g)w = fl(p)g(p) ~P , 
(f,g), = Jl(p)~(p) wd3p, 

where 

w =: (pZ+ 1/1 2)1/2
0 

The correspondence is the following: 

1 = :g' + ih E L =: K tB 13K 

(2.21) 

(2.22) 

(2. 23) 

- (- g, w-lh) iE II =H~m) ttJfi~m) . (2. 24) 

Re III ark 1: The multiplication by w- l is a unitary 
operator from fI~m) onto H~m); then we can write 

H=fI~m)(rw-1H~m). (2.25) 

Relllarh 2: The identification of H with II allows us 
to express the locality properties of the Segal field 
operators <J>s({tD, associated with suppf(x), in terms 
of the supports of a(x) and b(x). In fact, iffE 5 r(m,4) and 
supp fe 0 ~= m,4; the function F(x) = (1:1. *r)(x) has initial 
conditions a(x) = P(O, x) and b(x) =F(O, x) which satisfy 

suppa, suppb c: (0')' n St=o, (2.26) 

where 5 t is the three-dimensional hypersurface at I 
fixed and 0' is the casual complement of 0, 

O'={xc:lR4 ICx-y)2<0, for YEO}. (2.27) 

Remavk 3: For 111> 0, fI~m) andll~m) are essentially 
the well-known Sobolev spaces W1l2(m,3) and Hl 12 (lR3) , 

which have been studied extensively in the literature. 

3. THE LOCAL ALGEBRAS FOR THE FREE 
SCALAR FIELD 

If L is a linear subspace of H, we associate with L 
the Von Neumann algebra R (L) defined in the following 
wal: 

Analogously, if /(1 and K2 are two linear subspaces of 
/(, we define 

If L is a linear subspace of Hand K1 and K2 are two 
linear subspaces of K such that L - /(1 CD f3Kz, (206) and 
(2.16) imply that 

(3.3) 

Furthermore, since exp[i<I>s(lzll is a strongly continuous 
function of h, 3 we have 

(3.4) 

The lattice properties of the algebras R(L) have been 
investigated in great detail by Araki. 3 Let us consider 
the lattice of all closed subspaces of H, {H",}, and the 
lattice of the corresponding Von Neumann algebras 
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{R(H,,)}, the lattice operations being, 

~HOI.=QH", ~R(H,,)=QR(HOI.)' 

We define also a complementation, 

H~ = {3H;, R(H")c=R(H,,,)'. 

Araki has shown3 that: 

(3.5) 

(3.6) 

Theorem 3.1: The complemented lattices of all 
closed subspaces of H and of the corresponding Von 
Neumann algebras are isomorphic: 

(1) R(Ht )::; R(Hz) iff H1::; Hz, 

(2) R(Ht ) =R(Hz) iff H1 =H2, 

(3) RNHOI.) =V R(H,.), 
'" 01. 

(3.7) 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

This theorem has an obvious translation in terms of the 
algebras R(K1, Kz). In particular the duality relation 
(3.11) becomes 

R(Kt> K2)' =R(K2"-. Kn. (3.12) 

If 0 C.lR4 is an open set and L =Dr(O)/ S~(.lR4) where 
Dr(Q) ={CPE C;(.lR4) I sUPP'P is a compact set contained 
in O}, the algebra R(L), which we will denote also by 
R(m, has the physical interpretation of the algebra of 
the observables, which can be measured in the space
time region O. It is well known that 

Theorem 3. 2: Let 0 and 0 <x be open sets in .lR4• Then: 

IfO=~OOl.' R(Q)='tR(Q<x) (field property), (3.13) 

If O{::; 0., R(Ot)'::; R(Q2) (local commutativity), 

(3. 14) 

U(o, A) R(Q) U(a, A)-t =R«a, A) 0) (covariance). 

(3.15) 

The algebras R (0) have some other interesting proper
ties when 0 = C (B) where Bc.IR3 is an open set and 

C(B) ={xE .lR41 (x - y)2 < 0, YE son BC}. (3.16) 

If we put L =Dr(C(B»/S~(.lR4), it easily follows from 
(2.20), (2.24), and (2.26) that L=F<;') (B)EBF;m)(B), 
where 

~----'-~f/m) 
F~7~(B)={CPEDr(B)} .,r. (3.17) 

Equation (3.3) then implies that 

R(C(B» =R(F~m)(B), wF~m)(B». 

For any t. c.IR4 and any E C.IR3, we define 

R(t.) = ,'1_ R(O), 
O::;/l 
o open 

F (m) (E) = /\ _ F (m) (B). 
({),1t B~E 1IJ,1f 

B open 

(3.18) 

(3.19) 

(3.20) 

We can now formulate the main theorem. Let B be the 
family of the sets B c.IR3 such that: 
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(a) B = U~=t B j , where n is a finite integer depending 
on B and {BJ'i.l is a family of mutually disjoint open 
connected sets. 

(b) B j =intB;, i = 1, .•• ,n, and B =intB". 

(c) The boundary of B i , OBi' is, for i = 1, ... , n, a 
surface made up of a finite number of many-times dif
ferentiable surfaces joined together along many-times 
differentiable curves. 

B is a complemented lattice with respect to the 
operations: 

B t /\ B2 = Bt n B 2, 

B t V B2 =intB t U B 2, 

B'- =13c• 

(3.21) 

Define now by B the subset of B made up of the sets 
B = Ui.t BIl such that: 

(d) If P is a singular point of OBi (i = 1, .•. , n), there 
is a neighborhood Up of p and a vector X, such that 

{XE.lR3 Ix=y+X, YEUpilBi}CBi • 

(e) oBi n oBj=fj if Uj. 

Observe that B is not closed with respect to the 
operations (3.21). We have 

Theorem 3.3: 

(1) R(C (Bt » ,'I R(C(B2» =R(C (Bt II B z», 

B t , B z, Btv BiEB, 

(2) R(C(Bt»V R(C(B2» =R(C(Bt v B 2», 
Bll BZEB, 

(3.22) 

(3.23) 

(3) R(.IR4) =R(C(.lR3» =B (J s) (completeness), (3.24) 

(4) R(oB) = {i\.I}, BEB, (3.25) 

(5) R(C(B»'=R(C(HI.», B,BIEB. (3,26) 

By using Theorem 3.1 and Eq. (3.18), it is easy to see 
that Theorem 3.3 is equivalent to the following one: 

Theorem 3.4: 

(1) F~7~ (Bt)i\F~7~(B2) =F~7!(Bt /\ B z), 

Bl , B 2 , Bl 'J B~E B, 
(2) F(m) (B )1/ F(m) (B ) =F(m) (B VB) 

ill, 'IT 1 l{J,ft 2 11), rr 1 2, 

B t ,B2 EB, 

(3) F(m) (.lR3) =f/(m) , 
1.P,1f IP,rr 

(4) F~7~(aB) = {O}, BEB, 

(5) F~m)(B)l=wF;m)(Bl), BLEB. 

(3,27) 

(3.28) 

(3.29) 

(3.30) 

(3,31) 

Theorem 3.4 has been proven by Araki4 for In> 0 
many years ago, but his proof does not work for m = 0, 
because the spaces H~O) and fI;OJ are essentially differ
ent from f/~m) and f/;m) , m> O. In the next section we 
will prove some properties of the spaces f/~O) and f/;o>, 
that are relevant, in the case In = 0, to the proof of 
Theorem 3.4, which is postponed to Sec. 5. 

We observe now that (3.22) and (3.26) imply 

(3,32) 
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that is, R(C (B» is a factor. It is also possible to 
show4

•
B that R(C(B» is of type III. The proof is essen

tially based on algebraic arguments, but there are some 
technical paints (see Sec. 8 in Ref. 4) which require a 
different approach in the cases m > 0 and m = O. The 
result is true also for m == 0, however we will not give 
the details here, 

4. THE ZERO MASS HILBERT SPACES H to) AND H to) 

'" " 

We recall that H~O) and fI~ 0) were defined as the real 
Hilbert spaces obtained by completing 5,(ffi3) with re
spect to the scalar products 

(4.1) 

We want now to characterize H~O) and H;O) as spaces of 
distributions, 9 In the following we will denote simply 
by 5 the space of the real C~ functions of rapid decrease 
and by Dc 5 the set of the functions of compact support; 
moreover 5 will be sometimes considered as a linear 
topological space with the topology given by the 
seminorms 

(4.2) 

5' will be the dual of 5 and its topology will be the weak 
topology, 

If F and G are two topological spaces, the expression 
Fe cont G will mean that F can be injected in G and that 
the injection is continuous. 

Definition 4.1: L ~ •• 2s the_real Hilbert space of the 
measurable functions f (p) =f (- p) with scalar product 

Lemma 4,2: 

(1) 5 c L; • c 5', 
cont 'cant 

(2) 5 <3'," = L;, •• 

(4.3) 

(4.4) 

(4.5) 

Proof: Let 7 E L; and E> O. There exists R::: 0 such 
that 1I.1-glh;<E/2, where !i(p) "=X[l/R,Rl(lp l)f(P) and 
X(. b 1 (A) denotes the characteristic function of (a, b J. 
Fu~thermore there exists (j5 ED such that supp(j5 
s: {PI (1/2R)"'" Ipl"", 2R} and f d3plg(p) _ cp(p) 12 < (2R)-1(E/2)Z. 
Therefore IIg- qJlI~<E/2 and 111- qJlI~<E which implies , 2 
(2) for L;. Analogously we can prove (2) for L •. Let us 
now suppose that qJnE 5, and iPn- (j5 in the topology of 
5. We have 

II CPn - (j511~== 1;Pkl Ipl-ll (j5n(P) - CP(P) 12 d3p 

+ r Ipl-11 qJn(P)- qJ(p)1 2d3p 
JII'I"1 

0; [sup I (j5n(P) - cp(p) I] 1;»1 "'1 d3p I P 1-1 
P 

analogously for lI.;on - .;011;. Therefore, 5 is inj ected 
continuously in L~ and L; by the identity application. 
Let us finally show that L~,. can be injected continuous
ly in 5' by the natural inj ection 

i(1)(cp) = Jd3pj(p)cP(p), JELL, CPES. (4.6) 
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If.1E L~, we have 

li(l)«(j5)lz"", 11711~f a3plpl Icp(p)IZ 

"'" 1I111~{[suplcp(p)IZ]tl"'1Ipld3p 

+[suplpI5IqJ(p)12]1;PI"1 Ipl -4d3p}. 

This shows that i(J) E 5' and that the injection i is con-
tinuous. The same result is true for L;. • 

Proposition 4.3: 

(1) 5 c H(O) C 5', 
coot lIJ,ti cont 

(4.7) 

(2) I5 ~" =H~~). . (4.8) 

Proof: (1) immediately follows from the definition of 
H~~). and Lemma 4.2, if we recall that the Fourier trans
form is a continuous bijection10 of S onto S and of 5' 
onto 5' and if we define the injection of H~~). in 5' by 

(4.9) 

where now 1 and (j5 are the Fourier transforms off and 
qJ- (2) foll~ws from the fact that D is dense in 5 in the 
topology of S, f~" =H~O). and 5 c cOl\tH~~)n which im-
plies D~" c 5~'·. ' • 

In the following we will identifYfEH~~). with iV)E 5'. 
Lemma 4.4: If 

1 E L;, 71(p)==x[o,ll(lpl)1(P), 12(p) =x[l,~)(lpl)7(p) 

we have 

71 E LP(ffi3), 1.; p < ~, 111111 p .; Cp 11111 r, 
72 E LP(ffi3),~ < p"'" 2, Illzllp"", c; 11711 i!" 

(4.10) 

(4.11) 

Moreover in (4.10) and (4.11) the value p ==t is 
excluded. 

Proof: By using Holder's inequality we have 

II.flllp = [ 1;111 "1 (I p 11/ z lf(P) j Y' I P j_P/z d3
p]1/P 

"'" [ ~p I "'1 I P I-q/ 2 d3p]1 / q 11111 ir , (4.12) 

where 1/p==i+1/q. Since Cp==[Jlpl"'1Ipl-l/zd3p]1/q < 00 

only if q < 6, (4.12) implies (4. 10). In order to show 
that the value p =% is excluded, we give a counter
example. Let us consider the function.f (p) 
= Ipl-2lln lp l]-'" X[O ll(lpl). It is easy to see that 
1 ==11 E L; iff 2a > i, butt; E L3 /2 iff 3a > 2; then, if 
~ < a ""'~' jE L; butll EL3/2. The proof of (4.11) is 
analogous. 

Lemma 4 0 5: lffEH~O), we can write 
• 

f = fl +12, fl E L ql (ffi3) nc~ (ffi3) , fz E L q2 OR3), 

ql>3, 2 ""'Q2< 3, 
(4.13) 

and 

(4.14) 

Proof: Letj be the Fourier transform off and.fl,2 be 
defined as in Lemma 4,4, By the Hausdorff- Young 
inequalityll : 

II flll q1 "'" (21T)3/ 2-3/ Plll.111lpl 

"'" (21T)3/2-3/Plc P1 1111Iii=dq1 1Ifll. 
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where l/qj + 1/P1 = 1; analogously for 12. Furthermore, 
since]l has compact support, by the Paley-Wiener 
theorem1i It is an entire function, thenIt E C"(lR3). • 

Theorem 4.6: If <pE D the multiplication by rp is a 
continuous operator of II~O) in itself. 

Prool: Let/EII;O) andIt,/2 be defined as in Lemma 
4.5. We have 

II<pIII.= II cPIII.= (21T)-3I2 11 [f* 111. 
~ (21T)-3f2[ II iP *hll;+ II ip*]; II,]. 

Furthermore, if we denote by wl12 the operator of 
multiplication by Ipllf2, and by 1I'lI p the LP norm, we 
have: 

II cP*h.2111 = Ilw1fz lip* 11.21 112 

~11(wl/21[f1>* Ilt,zl liz 

+llliPl*(w1/z llt,zl)llz, 
I/CiJ*hll; ~llwl/zipllzl/1tlll +l/ipl!111111Iir 

~(Clllwl/2CiJI12 +11(111) 11111r' 
II CiJ * ]; II. ~ II w1/2 [f 111 1112112 + II ip 111 II h I(;~ 

~ (q II w1/2 CiJ 111 + II (111) 11/11., 

where we used the Young inequalityl1 and Lemma 
4.4. Therefore, there exists a constant KIP, depend-
ing only on rp, such that II rp/li. -% KIP II I II r • • 

Let -liE D be a function such that .v (x) = 1 if Ix 1-% 1 
and 0 -% -li(x) -% 1; we put .v. (x) = -li(EX). 

Theorem 4. 7: Let/EII~O), then 

(1) (<p, -Ii.!). 7=T (rp,/)., Y<pE S, 
(2) ".v.t".~CI//"., C>O, Oq-%l. 

Prool: If IE 11;°) and rp E 5, we have 

(<p,/)v= J X(X)I(X)d3X, x(p) = Ipl$(p). 

(4.15) 

(4.16) 

(4.17) 

x(P) is not a COO function; however it is easy to show that 
D"XE L2 if 16'/-% 2. This implies that 

(4.18) 

Then, if we define 11 and fz as in Lemma 4.5, we have 

I J x (x)/(x) d3xl ~ I J x (X)/1(X) ~xl + 1 (x'/z)21 

~ 11(1 + Ixj2)x(x)11 211(1 + jxj2)"1f1(x)II2 

+ IIxlb 11f211z (4.19) 

because (1 + I x 12).111 (x) and 12 (x) belong to L 2. By The
orem 4.6 -Ii. I EII:O), then we can apply (4.19) to the 
function -li.I-I. Furthermore -Ii. (X)!l 2(x).-:o/1 2(X) point
wise and l-li. (X)f1,2(X) - 11,2(X) I ~ 1/1,2(~) I; then' (4. 15) 
follows from (4.19) and the Lebesgue theorem. 

In order to prove (4.16) We will use a trick analogous 
to that used in the proof of Theorem (4.6), but we will 
make the decomposition of 1 ; 

1::0.11,. +]2,., 11,.(P)=Xro,Ej(lp!)j(p), 

(4.20) 

Obviously Lemma 4.4 is true also for this decomposi-
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tion; then we have 
12 - - --

(2iT)3 II.v.J1lv ~ II-li. *1 1,' IIi' + 11-li« */2,.11; 

1/2 - - - 1/2 - I + IIw .v. II 111/2 ,.11 2 + 1I.v. 11111 w 12,.1 2, (4.21) 

On the other hand, 

1111,.111 ~ 11]1I;[j,pl E. I pl·l d3pJ1/2 = (2iT)II2Ell/lin (4.22) 

1112,.llz =[1., ".Ipll](p) j21 pI'I~pP/Z~ E,1/211/11" 

(4.23) 

Ilwl/2¥.III =E1/2I1wl/2,f1ll> 
IIw l 12~".II2 = e 1 11 WI 124i'lIz, 

1I¥.111 = 114i'1I1. 

(4.24) 

(4.25) 

(4.26) 

Equations (4. 21}-(4. 26) imply that (4.16) is satisfied, 
putting 

C = (2iT)'3 12[ (2 iT) 1 1211 WI 124i'liz + 21i'f1l 1 + II WI 124i'lld. • 

Corollary 4. 8: If IE II ;0), I is the limit of -Ii.! for 
E - 0 in the weak topology. 

Proof: We have to prove that (g, -li.j) •• -:o (g,f)~ for any 
gEII:O), which is an easy consequence of (4.15) and 
(4.16), because j' =-11;°). • 

5. PROOF OF THEOREM 3.4 IN THE m = 0 CASE 

The essential part of the proof is the following lemma: 

Lemma 5. 1: If B EB (see Sec. 3 for the definition), 

F~O)(B) =(r Ell ~O) I supp/c B}. (5. 1) 

Proof: Let us define).(B)={rEII;O)lsupp/cB}. Equa
tion (4.7) implies that).(B) is a closed subspace of 
11;0) and that F;O)(B)~).(B). 

Corollary 4.8 implies that the subset of ).(B) made 
up of the compact support functions, );(B), is dense in 
).(B) in the weak topology; but);(B) is a convex set, 
then its weak closure and its norm closure coincide 
(see Ref. 12, Theorem V. 3.13), that is, );(B) is dense 
in].(B). In order to prove (5.1), that is];O)(B) =].(B), 
it is then sufficient to show [see (3. 17)] that any f 
E];(B) can be apprOXimated by a function cP E D 
with suppcp c B, as well as we want. Due to Theorem 
4.6, if {Cd~=l is a partition of the unity 

N 

a i E D, Z I al(x) = 1 on suppi , 
1 

we have 
N 

I=~di withf; = adE];(B). 
1 

Due to conditions (d) and (e) in the definition of jj we 
can choose {ai} in such a way that there exists, for any 
i, a vector bi such that SUPpli(X - Ab j ) c B for small 
A> O. If we putliA(x) =/;(x- Ab;) we have: "IIA -/i'l, 
A-=o O. This implies that I can be approximated by a func
tion gE);(B) with suppgC B. On the other hand, if J.(x) 
= E-3J(X/E), where JED, J(x) ~ 0, J(x) = 0 for I xl > 1 
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and fJ(x) cflx = 1, J. * g has support contained in B for E 

small enough, J. * g ED and IIJ. *g - gllu-=o O. Then (5. 1) 
is proven. 

Equation (3.31) (the duality relation) easily follows 
from Lemma 5.1. In fact, if h E F~O)(B)\ we have 

• 

(rp, h)~ = (W-
1

/
2rJ, w 1

/ 2(W-11i)h = 0, 'fI rp E Dr(B). (5.2) 

If we put J = w-1'fi, j is the Fourier transform of a func
tion LE H SO) such that suppfe If = B". Therefore, if 
FEB 

F~(O)(B)L =w{JEH;Ol\SUppfeBL}= wF;O)(BL
). (5.3) 

It is worth notiCing that (5.3) implies that, if FE jj 

F~OJ(B) = [wF;O)(BL)]L ={f EH~O) I suppfe Bl-. (5.4) 

We now prove two other lemmas. 

Lemma 5.2: 

pro) (B) = pro) (B) = F<O) (B) 
f{Jt1r 41." iPtfl" 

(5,5) 

Moreover, if E is closed 

"F~~).(E) = {j Ef/~o.).1 suppfe E}. (5,6) 

Proof: It is an immediate consequence of (3.20), 
(5.1), and (5,4). • 

Lemma 5.3, If B l , B2 E B 
F;O)(Bdll F;O) (B 2) = F;O)(B l n B2), (5. 7) 

F;O)(Bl ) v F;O) (B2) = F;O)(int(B1 nB2». (5,8) 

Proof: By Eqs. (5.1) and (3. 20) F~01(Bl)i\F~0)(B2) 
= F~ 0) (ff1 (, S;). The set HI rl 132 differs from the set 
Bl rl B2 for a set of measure zero and the elements of 
H~O) are locally L2 functions, by Lemma 4.5. Then Eq. 
(5. 6) implies that F; 0) CBI rl H2 ) = F; 0) (B l rl B2 ) 

=F;0)(B1 Ii B 2) and (5,7) is proven. To prove (5.8), it is 
sufficient to show that, if rp ED, supprp e int(Bt U B2) 
and E:> 0, there exist two functions fl and /2, such that 
fl E F~O) (B l ), 12 E F;O) (B2) and IIfl +12- cP II. < E. Araki 
has shown4 that there existf1 and12, such that 
f1 E F;m)(Bl ) andh E F;m) (B2), m> 0, and IIf1 +12 
- rpIIH~m)< E. However, iffEfI;m>, m> 0, fEfI~O) and 
IVII. ~ 11.tIIH(m); therefore the desired result is an im-
mediate consequence of Araki's. _ 

Observe now that, by the duality relation (3.31) 

w[F;O) (Bl ) /I F;0)(B2W= F~O)(Bt) V F~O)(B~), (5,9) 

w[F;O)(Bt)V F;0)(B2W=F~O)(Bt)/lF~O)(B~), (5.10) 

Equations (5. 3),J5. 7), and (5.9) immediately imply 
that, if B1> B2 E B 

F~0)(B1) V F~O) (B2) = F~O)(int(Bl UB2), (5,11) 

If also BtVB~EB, Eqs, (5,3), (5,8), and (5.10) imply 
that 

(5,12) 

Then Eqs. (3.27) and (3.28) are proven. Equation (3.29) 
is an easy consequence of (4.8). Finally, by Lemma 
5.2 and Eq. (3.27), if B Ej], 

"F<O) (aB) = "F(O) (B) /I "F<D) (BL) = F(O) (B) II F(O) (Bl) = {a} 
IPtff lP,fr !P," ttl,1' ttl,l' • 

(5,13) 
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The proof is now complete. 

6. THE LOCAL ALGEBRAS FOR THE ELECTRO
MAGNETIC FREE FIELD 

As we saw in Sec. 2, there are many equivalent def
initions of the one-particle Hilbert space for the free 
scalar field, but the more suitable definition for the 
study of the local algebras is the definition in terms of 
the initial conditions of the classical solutions of the 
Klein-Gordon equation. This is obviously true also for 
the electromagnetic free field, provided we start from 
the Maxwell equations: 

(6,1) 

Equations (6.1) imply, as it is well known, the wave 
equation 

lJ F iLV= 0 (6.2) 

but they are not completely contained in it. Therefore, 
we cannot simply reduce the problems about the elec
tromagnetic free field to problems about the scalar free 
field of zero mass. 

Sometimes the tensor F iLV is expressed in terms of 
the vector potential AiL ; F ,w = a.,A" - a "Av , but this adds 
some well known gauge invariance problems. 13 There
fore, we choose to make all the construction in terms 
of the physical quantity F !LV' Let us now define the one
particle Hilbert space H. The antisymmetric tensor 
F ,"v Can be expressed in terms of the six components 

(6,3) 

which satisfy the wave equation: oE; = eE; = O. There
fore, a solution of Eq. (6.2) is uniquely deterll}ined if 
~e give the values at t=O of Ej(t,x), BI(t,X), E1(t,X), 
Bi(t,x). However the Eqs. (6.1) allow us to express 
Ej(t, x) and BI(t, x) in terms of B;(t, x) and E1(t, x) and 
impose the conditions 

(6.4) 

Therefore, a C~ solution F f,W(t, x) of the Maxwell equa
tions is uniquely determined by giving two Coo diver
gence free real fields on R 3

, 

ej(x)=Ei(O,x), bi(x)=Bj(O,X), 

0lel(x) = alb l (x) = o. 
(6,5) 

(6.6) 

Let us now recall that the energy of the classical state 
described by the function F ,"v(t, x) is given by 

3 

[= ~6j f d3X[E;(0,X)2+B;(0,X)2) 
1 

3 

=~6; f d3p[\e;(p) \2 + Ib,(P)\21. 
1 

(6.7) 

This implies that the average number of photons in the 
corresponding coherent quantum state14 is 

m=~tj f~[\e,(p)\2+ \b j (P)\21. (6.8) 

This justifies the following definition: 

Definition 6. 1: Let q be the space of the Coo solutions 
F!L" of the Maxwell equations such that e j E D= D,(lR3

), 

bj E D, i = 1, 2, 3; then the one-particle real Hilbert 
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space of the electromagnetic free field, H, is the com
pletion of Cj with respect to the scalar product, 

(F', F) = *; J ~ [ei*(p)e;(p) + b~* (P)bl(p) J. (6.9) 

Lemma 60 2: Let K be the closure in H of the cro solu
tion of the Maxwell equations such that e; ~ D, b/ = 0. 
K can be identified with the real Hilbert space 

H~e.!Il.) = {rex) \ fi ~H~O) '~i pJ/(p) = o}, (6 0 10) 

where H~O) is the space defined in Sec. 2, f(x) denotes 
a field of distributions on R3 with components flex), 
i = 1,2,3, and (f, g)~ = L'j; V; g;)~ is the scalar product in 
H(e.m.) 

~ . 
PJ"oof: Equations (4.8), (6.6), and (6.9) imply that 

K CcontH~··m.). Then, to prove the lemma, it is suffi
cient to show that, if g~H~e.m.) and 

~f~- - - - -L( Ipl CPi(P)g/(P)-O, " ¢;~D, 0iCPi- O, 

theng=O. If we define h;(p) = \p\-lgl (p) and we con
sider the fields 'P=Vxa, aIED, Eq. (6.11) gives 

(6. 12) 

that is VXh=O. Thererore, there eXists lO a distribu
tion A such that hi = 0IA. But illizi = 0, then tl.A = 0, which 
implies A = 0. • 

The space H can be identified with the space of the 
couples (e i , bl), e~H~e.m.), bEH~··m.). Define now on H 
the operator 

J3(e, b) = (e', b'), 

- i - - i -
e'=- -Ipl pxb, b'=-pxe Ipl . 

It is easy to show that !3 is an antiunitary operator such 
that 132 = - 1 and 

H=K,T; 13Ko 

If we define if= !3f, fE H, H becomes a complex Hilbert 
space and we can define the Segal field operator and the 
canonical field and momentum as in Sec. 2. Moreover, 
we can define R(L) and R(K1>K2) as in Sec. 3 and The
orem 30 1 is still valid. 

Now let B c R3 be an open set which satisfies the 
following conditions: 

(a) B ~ jj (see Sec. 3). 

(b) If B = Y i B j , where {B/}I=l is defined as in the 
definition of jJ, Bi is simply connected for i = 1, ••. ,n. 

Condition (b) implies that the compact support second 
cohomology for B is zero, which can be expressed in 
the following less technical form: 

(c) If 'P is the field such that a/'P, = 0, CPi ~ D and 
SUPP'PI c B, there exists a field a, such that a j c.D, 
suppa; cB and 'P= Vxa. 

This result easily follows from the de Rham duality 
(see Theorem 17' in Ref. 15)0 

If F",v is an element of H, such that e;=O and b;~D, 
by (6.6) and condition (c) we can find a field a(x), such 
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that b=Vxa, a/ED. Equation (60 13) then implies that 

- 13(0, b) = (wPa, 0), (6015) 

where w is the operator of multiplication of the Fourier 
transform by I P I and 

......... /; hP.L) -(Pa);= \Oi'- Ipl2 aj(p). (6.16) 

It is worth noticing that, in general, (Pa)1 fj. D. 

Lemma 6.3: 13K can be identified with the real Hilbert 
space, 

H;e.lI1ol = {f(x) \ f/ EH!Ol ,~/Plfl(P) = a}, 

with scalar product (f, g)r = 2:r ; (flog/).o 

(6.17) 

Proof: Equation (6 0 15) implies that 13K can be identi
fied with the completion with respect to the scalar 
product (f, g). = 2:L (f/,gi\ of the fields Pa, al E D. How
ever, if f EH!e.m.l, by (4.8) there exists a sequence 
a(nl, such that ain)~D and lIainl-f;II.-O. Moreover 
(6.16) implies that II Pain) - I;lI. = IIPai nl - PIlli. - 0, then 

IE 13K. • 
Definition 6. 4: Let B c JR3 be an open set satisfying 

conditions (a), (b). Define: 
(r::t::;- } H (.omo) 

F~··m·)(B)=1.'P(x)lcp;""-D, il/cp;=O,suPP'P,cB ~ 

(6.18) 

F~eom. l(B) = {(Pa)(x) I a j EO D, suppa; c B}!H : •• m.) 

Now let R(C(B» be the Von Neumann algebra associated 
by Eq. (3.1) to the subspace of H, (6019) 

LB={F",vE Hlc; E: D, b j c D, suppe; c B, suppb i cB}". 

(6.20) 

By Eqs. (6.15), (6.18), and (6019), we have [see Eqo 
(3. 3) 1 

(6.21) 

At this point our aim should be the proof of Theorem 
3.3, which again is equivalent to Theorem 3.4, provid
ed we substitute F~7;(B) by F~:·::·)(B). However now the 
task is more difficult than in the scalar case. In fact, 
the analog of Lemma 5. 1, 

}~e.m. )(E) = {p f c.fI~e.mo) I SUPPIl C B}, (6.22) 

is not an easy consequence of Eq. (5.1) and the defini
tion (6.19), moreover (6.22) should not simply imply 
the duality relation 

(6.23) 

In fact it is easy to verify, using condition (c), that 

F~··m. l(B)~ = w{f ~H;··m. l \ supp(V Xf); c B~}. (6
0

24) 

The proof that the rhs of (6.23) and (6. 24) are equal can 
be reduced to the following very reasonable ansatz: 

Ansatz' If f EH~·om.) and supp(V xf); c. B\ there is a 
distribution A such that iliAE:H~Ol and VA=f in Bo 

Let us in fact suppose that this ansatz is true. Then, 
if wf ~ F~··m.)~ and we define g = f - VA, suppg; c Bl and 
Pg=t It follOWS, by (5.1), that there exists a sequence 
{a(nl} with al n

) ~ D, suppaln) c Bl and lIa:nl - gill. n-:~ 0, 
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which implies II Fa:n> - flllr n-:; .. 0, The remaining part of 
the proof of the analog of Theorem 3,4 is now essen
tially the same as in the scalar case, Then all the prob
lem is the proof of the ansatz, which is equivalent by 
(6.23), to the following equation: 

F~·'m, > (E) = {f E:H~··m.> I sUPPfl C B}. (6.25) 

The previous argument also implies that Eq. (6. 22) 
should be true. Unfortunately we do not still have a 
complete proof of the ansatz or Eq. (6.25). 
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A full derivation is given of that one parameter family of type N twisting gravitational fields which was 
previously reported by the author. Explicit forms of this solution are obtained, and the coordinate ranges 
are specified for all possible cases. The general problem of the search for other type N twisting 
gravitational fields is also discussed; the differential equations required for that search are derived, and 
the extension of these equations to type (3, I) is given without derivation. 

1. INTRODUCTION 

Let TNT denote any type N [i. e., type (4)] vacuum 
solution of the Einstein field equations such that the 
principal null rays are twisting. 

The only presently known TNT is a one-parameter 
family of metrics each of which has exactly one Killing 
vector. 1 The derivation of this solution has not yet been 
published, since the author's first paper (I) on the sub
ject was necessarily brief. 1 The main purpose of the 
present paper is to fill this gap, both to disseminate 
the possibly useful ideas involved in the derivation and 
to furnish a basis for the discussion of the current 
search for more TNT's. A third paper (III) will cover 
what little the author has been able to determine about 
the geometry and physics of the known solution; some 
interesting work along these lines has already been done 
by Sommers and Walker. 2 

The TNT field equations used by the author differ 
significantly from those used by others3 and are given 
in Sec. 2, together with a sketch of their derivation. 
We do not follow the common practice of first construct
ting a general formalism for all algebraically special 
vacuumS with diverging null rays and then abstracting 
the TNT equations as a particular case. Therefore, 
the author's choice of a null tetrad is dictated only by 
the requirement that the corresponding affine connection 
forms have maximal simplicity for any TNT. The 
choice of coordinates and of dependent variables are 
prompted by what is already known from the completely 
solved problem of type N with diverging null rays and 
zero twist. 4 The other Petrov types play no role in 
guiding our thinking, though it is conceivable that the 
author's treatment may be advantageously extended to 
type (3,1). 

In Sec. 3, the particular case for which the author 
has found a TNT is defined, and the derivation of the 
solution is given. The results include specific forms 
for the solution in terms of hypergeometriC functions 
and a clear-cut description of the range of the chart. 
The unorthodox notations for coordinates in (I) are re
placed by the notations of Robinson and Trautman4 ,5; 

other notations are unchanged except for the use of A * 
in place of A. 

aJResearch supported in part by the National Science Founda
tion under Grant No. PHY75-08750. 

In the discussion of Sec. 4, we show that the number 
of essential parameters in the solution is one, and we 
describe some aspects of our search for new TNT's. 

Since a type (3,1) solution with twisting null rays and 
with a radiative term in the conform tensor has yet to 
be discovered, 5 there may be some interest in the ex
tension of the TNT field equations of Sec. 2 to type 
(3, 1). This extension is given (Without derivation) in 
Sec. 4. Also, we point out the nonexistence of the sim
plest imaginable type (3, 1) analogO of the author's TNT. 

2. THE TNT FIELDS EQUATIONS 

First, we give a brief summary of our notations and 
conventions respecting the Einstein field equations in 
terms of differential forms and a null tetrad. 

Consider any null tetrad7 which consists of the 1-
forms k, nz, t, t* such that k and m are real, t* is the 
complex conjugate of t, and their inner products have 
values k • m = t . t* = 1. The symbol 1\ is omitted from 
exterior products of forms; e. g., km means k A m and 
dk means d A k. The exterior derivatives of the null 
tetrad are given, for any spacetime, by 

dk=Hl'o+vo*)k+ Vl*t+l'lt*, 

drn = - ~ (vo + vo*)m + V_It +v_tl*, 

dt = - v_tk - vIm + i(vo - vo*)t, 

where the connection forms VI, Vo, 1'_1 are defined by 

VI: =dx"'tBV"kfj' V_I: =dx"'t8*V"m8, 

Vo: = dx'" (nIV" ks + tB*V" t8l. 

The vacuum field equations are given by 

(la) 

(lb) 

(lc) 

dVI + VIVO = Cokt + C1 (km + tt*) + C2nzt*, (2a) 

dV_1 + VOV _1 = C_zkt + C_1 (km + tt*) + Comt*. (2c) 

The scripts A and B on VA and on the conform tensor 
components CA +B are helicity scripts and have values 
1, 0, - 1. 

As is customary, the null tetrad is chosen so that k 
is a principal null form. Then, for type N, 

(3) 

Also, the Goldberg-Sachs theorem tells us that lz is a 
shear-free null geodesic, which means k . VI = t -VI = 0, 
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Therefore, for nonzero expansion, 

vl=z(A*k+t), Z*O, (4) 

where z; =t* 'Vl and zA*; =1n 'vl' The real part of z is 
the expansion and the imaginary part of z is the twist 
of the null rays. 

When making comparisons with I, note that the author 
formerly l used A to denote the complex conjugate of 
the present A; the reason for the notational change can 
be seen later by inspecting Eqs. (14) and (17c). 

Weare now ready to consider the derivation of the 
TNT field equations. The first phase of the derivation 
is the selection of an appropriate null tetrad. The null 
tetrad which we have so far is still arbitrary up to any 
transformation which leaves k invariant except for 
multiplication by a scalar field. The corresponding 
transformation of the connection forms is given by 

(5) 

where <p and A are any complex scalar fields. We now 
take advantage of this group of transformations to 
choose Simple connection forms. With the aid of Eqs. 
(2a)-(2b), (4), and the complex version of the theorem 
of Frobenius, we select a null tetrad so that 

(6) 
v_l=hds, vo=O. 

sand h are complex scalar fields. 

Though we have considerably narrowed our choice 
of a null tetrad, there is a residual arbitrariness which 
is given by that subgroup of the group of transforma
tions (5) such that 

<p=F(s), A- _ ! dF(C) 
- 2 dl; , (7) 

where F(C) is an analytic function of 1;. There is no 
obvious way of employing this remaining freedom of 
choice to achieve a useful simplification of the gcncral 
TNT equations. Therefore, the group defined by Eqs. 
(5) and (7) is held in reserve to be used in particular 
cases. For example, when a Killing vector exists, the 
residual group can be used to select a null tetrad whose 
members commute with the given Killing vector and 
whose connection forms still satisfy equations of the 
form (6). 

That completes the first phase of the derivation. The 
second phase is the choice of a coordinate system. Let 

Z-1 =p + iT, real p and T. (8) 

p, C, s* will be three of the coordinates. The task is to 
find a suitable fourth. 

It is convenient to start by showing that k, dp, dl;, 
dC* are linearly independent. Substitution from Eqs. 
(4), (6), and (8) into Eq. (1a) yields 

dk=k(J- 2iT dC d?;*, (J; =Ad?; +A*ds*" 
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(9) 

From a comparison of the expression for dt in Eq. (lc) 
with dt as computed from Eqs. (4) and (9), 

dt dC* k = k(dz·1)ds ds* = (zz*)kmtt*. (10) 

Therefore, k, dp, ds, ds* are linearly independent, 
and the differential of any scalar field f is expressible 
as 

df= (dpX +kY + dW+dC*D*)f. (11) 

The commutators of the directional derivations X, Y, 
D, D* are required for later computations. From Eqs. 
(9) and (11) and from rf2f = 0, 

[X, Y1=[X,D]=0, [D, Y]=AY, 

[D, D*] = 2iTY. 

The above Eqs. (9)-(11) imply the existence of a 
scalar field a such that p, ~ s, S* is a chart, and 

x _.i.. 
- iJp' 

D-.i.._0,~ - os aa . 

(12) 

(13a) 

(13b) 

(13c) 

p is a real and 0, is a complex scalar field. The domain 
of the chart is an open connected set in which p "0. 
Since the above defining equations for p, 0" and a are 
invariant under the transformation 

p--p, 0,-_0" a--a, 

we can always select a so that p > 0, It will be under
stood that the positive p alternative holds from now on. 

Equations (12) and (13) imply that p and 0, are inde
pendent of Pi i. e., both fields are constant along each 
principal null geodesic. All other p-independent scalar 
fields in our equations are expressible in terms of p 
and 0, or their derivatives. In particular, from Eqs. 
(12) and (13), 

A=_p-lj)p, (14) 

(15) 

where 

(16) 

All of the above Eqs. (13)-(16) are for a fixed null 
tetrad. For a fixed null tetrad, the coordinates may 
sill be subject to any mapping of the form 

P-P, a-a'Ca, C, !;*), Gaa' >0, 

s-s+!;u, Co=const. 

The general admissible coordinate transformation is 
the direct product of the above mapping with the one 
which is induced by the null tetrad change represented 
by Eqs. (5) and (7). The various scalar fields which 
we have defined undergo the following corresponding 
transf ormations; 

s - 1;' such that dC' =? dC, (17a) 
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[ 
1 (dF) 2 

h' = e _21" h +"4 dl; 

t:.' =[ exp(-F - .F*)](aaa')t:., 

r.'_ ..F(aa'n_ arl ) •• _e aa al;' 

(17b) 

(17c) 

(17d) 

(17e) 

(17f) 

(17g) 

It is clear that the coordinate a can always be chosen 
so as to make either p = 1 or t:. = ± 1, and this can be 
done without commitment to a particular member of 
the admissible null tetrad family. However, it is 
preferable to be guided in the choice of a as well as of 
the null tetrad by auxiliary conditions of an invariantive 
nature, like the requirements that a Killing vector exist 
or that the twist be zero. For example, when the twist 
is zero, Eq. (9) becomes dk =k() which implies the 
existence of a and p such that k = Pda; thus, we are 
automatically led to a choice of a for which n = 0, and 
it remains to solve for p. Other examples are dis
cussed in Sec. 4. 

That completes the second phase. The final act is the 
derivation of a viable form of the TNT field equations. 
We start by substituting from Eqs. (3), (4), and (6) into 
Eqs. (1) and (2c). It is advisable to proceed by express
ing all I-forms in terms of the basis k, dp, dl;, dl;* 
and to write all differentials of scalar fields as in Eq. 
(11). 

Many of the scalar equations which derive from the 
2-form components in Eqs. (1) and (2c) are redundant. 
We skip further details and simply list the nonredun
dant results which are obtained after judicious applica
tions of Eqs. (12)-(16). 

The final expressions for the null tetrad in terms of 
the coordinate differentials are 

(18a) 

t= (p + i7)dl; -A *k, (18b) 

m = d p - ~[p-l(D LJ * + LJ*iJ)p]k 

_ i(D7 - 2AT)dl; + i(DT _ 2AT)*dl;*. (18c) 

Except for p itself, all of the scalar fields in the above 
expressions are p-independent and are to be computed 
from p and n by using Eqs. (13c)-(16). 

After its choice is motivated by some invariantive 
condition or by a criterion of simplicity, n is to be 
regarded as a given function which is to be fed into the 
equations. For each choice of n, the field p is to be 
found by solving the pair of equations 

(19) 
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[(DD* +D*D)t:. + 2 (Dt:.f) * + D*t:.iJ) 

+ t:.(Df) * +.D*f))]p = 0, 

where h is subject to the constraint 

D*h=O. 

(20) 

(21) 

In Eq. (20), t:. is to bE treated as an operator; e. g., 
[(DD*+D*D)t:.]p means (DD*+D*D)(t:.p). The complex 
scalar field h is defir.ed by Eqs. (6). It also appears in 
the Riemann tensor a3 follows: 

(22) 

The above TNT field equations (19)-(21) were de
rived subject only to the assumption that the null rays 
are diverging; L e., they cover zero twist as a special 
case. If the twist is zero, Eq. (20) vanishes identically; 
a can be chosen so that D= o/2?;, Eq. (21) implies that 
h= h(a, 1;), and Eq. (19) has a solution for allV ,l.;ipen 
choice of h(a, ?;). Thus, in the zero twist case, any 
member h of the null space of D* admits solutions. 

In contrast, when there is twist, not every member" 
of the null space of D* necessarily admits a solution of 
p of both Eqs. (19) ami (20). The process of solving 
Eqs. (19)-(21) must include the calculation of those lz 
which admit a solution. For example, in the solution 
found by the author, h is uniquely determined by the 
choice of n =it:.oU; + ?;*) where t:.o = real nonzero 
constant. 

The author regards Eqs. (19) and (20) as a pair of 
linear equations in p for which h plays a role rOIl,l.;hl\' 
analogous to an eigenvalue. h is to be determined by 
analyzing the successive integrability conditions for 
Eqs. (19) and (20), as computed with the aid of the 
relations 

(23a) 

aaD=LJo cr • (23b) 

Incidentally, it is interesting to note that Eqs. (19), 
(20), and (21) are not completely independent of each 
other for any given n corresponding to a nonzero t:.. 
SpeCifically, we now prove that Eqs. (19) alld (21) implv 
that the left side of Eq (20) is iJldependent of (5, i. c. , 
depends at most on ?; and ?;*. The proof proceeds by 
introducing a field ¢ such that 

(24) 

Use of Eqs. (23) then shows that Eq. (20) is equivalent 
fo fhe equation 

(D2D*2_D*2D2)¢=0. (25) 

However, from Eqs. (19) and (21), and Eq. (23b), 

(26) 

So, the theorem is proven. 

It is time to give the derivation of the only presently 
known twisting solution1 of Eqs. (19)-(21). We lDill de
signate this solution as TNT1 • 
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3. DERIVATION OF TNTI 

A" sophisticated" characterization of TNTl will be 
given in Sec. 4. At present, let us be satisfied with a 
mere criterion of simplicity and consider any TNT 
which admits a choice of null tetrad and coordinates 
such that 

n=iAO(t+t*), Ao=real consUO. (27) 

Then, from Eq. (15), 

A=Ao· 

Consider the continuous group of null tetrad-coordinate 
transformations (including translations of t and a) which 
are represented by Eqs. (17). Tl;e subgroup which 
leaves A constant and which retains the above form of 
n is given by 

1;'=eF(I;+ ~o+i17o), F=O'+i{3, 

p' = exp(- alp, 

a' = !{Ha + ao) - iAo[(1 + exp(2i{3» ~o - (1- exp(2i{3))i1701 

+~iAo[l- exp(2i{3)]1;2}+c.c. (28) 

Above, 0', (3, Y, ao, ~o, 170 are real parameters such that 
y> O. An important part of the derivation of TNTl is 
to use Eqs. (28) to select our null tetrad and coordi
nates so as to obtain a simple expression for h. 

With our choice of n, the TNT field Eqs. (19) and 
(20) reduce to 

D2p = - hp, f) =D, (29) 

(DD*+D*D)p=O. (30) 

Equation (21) has the general solution 

h=h(a-iK, 1;) K=~Ao(I;+I;*)2. (31) 

Now we solve Eqs. (29) and (30) in three phases. The 
first phase is to use the commutators of Eqs. (23) to 
obtain successive integrability conditions for the field 
equations. 

By operating on Eqs. (30) with D* and using Eq. (29), 
we obtain the first integrability condition 

(h* D + 3iAoG.D*)p = o. 
Operation on Eq. (32) with D and the use of Eq. (30) 
yields a second integrability condition 

(32) 

(3A020.2 + hh*)p = o. (33) 

Operation on Eq. (32) with D* and the use of Eqs. (29) 
and (30) yields 

[(Dh)*D - 4iAoh*o. - 3iAoo.h* 1P = o. (34) 

Operate on Eq. (34) with D, and use Eq. (32) to get 

[iAo(o.h*)D + 4 hh* D* + h(Dh)* 1P = o. (35) 

Operate on Eq. (35) with D, and use Eqs. (29), (30), (34), 
and the complex conjugate of Eq. (34), and we finally 
obtain a condition on h alone: 

[(Dh)(Dh)* + 4iAo(ha.h* - h*oah)]P = O. (36) 

Our round of integrability conditions is now completed. 

The second phase is the determination of h(a- iK, 1;). 
Equations (34) and (35) and their complex conjugates 
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form a system of four homogeneous linear equations 
in Dp, D*p, iAooap, and p. For a nontrivial solution to 
exist, the 4 x 4 determinant formed from the coefficients 
in these equations must vanish. With the aid of Eq. (36), 
this condition reduces to the following neat and not so 
obvious form: 

Therefore, 

iAoa.h-l =iexp(ib), 

Dh-1 

exp(ib) = (Dh-1)* ' 

(37a) 

(37b) 

where b is a real scalar field. From Eq. (21), D*h-1 

= O. So, since aaD = DOa in our particular case, D*b 
=Db=O and (DD* -D*D)I/J=2iAoo.b=0. Hence b is a 
constant. 

The constant b can be made zero by an appropriate 
choice of the null tetrad and coordinate system, as can 
be proven by using that transformation in Eqs. (28) for 
which 0' = Y = ao = ~o = 170 = 0 and f3 =t b. Integration of 
Eq. (37aJ then gives us 

h-l = (4/3iA o)[ a - i K + g(/;)}, 

where g(l;) remains to be determined. From Eq. (37b), 
Dh-1 is real; this condition yields g(l;) = ao + ial + ia2 I; 
where ao, al> az are real constants. We then use that 
transformation in Eqs. (28) for which 0' = i3 = y = 110 = 0 
and ~o = - az/4Ao while ao = ao. The new h-l is as before 
except that g(l;) =ia3 where a3 is a real constant. Sub
stitution of this latest h~l into Eq. (35) shows that a3 = 0, 
and we have 

h-l = (4/3iAo){a - i K), K =tAo(1; + t*)2. (38) 

That completes the calculation of h. 

The final phase consists of substituting the above 
expression for h-1 into Eqs. (33) and (34), solving these 
equations for p, and then verifying that the solution also 
satisfies the TNT field equations (29) and (30). To pro
ceed, introduce real coordinates ~ and 17 in place of the 
complex coordinates I; and 1;* as follows: 

(39) 

This facilitates the breaking up of Eq. (34) into its real 
and imaginary parts, which are readily solved together 
with Eq. (33), When making comparisons with 1,1 please 
note that the author's old notations (u, ~,p, a) for the 
real coordinate have now been replaced by the 
Robinson- Trautman notations (p, a, ~, 17). 

The solution for p was originally obtained in a simple 
form which excludes points at which ~ = 0 from the do
main. It is easiest first to give this form and then to 
detail the circumstances under which p can be extended 
across the hypersurface ~ = O. The solution which is 
applicable to the separate regions ~ ';> 0 and ~ < 0 is 

p(a,~) =(~2)3/4f(Y), 

y: = a/(A~2). (40) 

f(y) is any solution of the equation 

d 2f 3f 
If'Y'! + 16(1 + y2) 0, (41) 
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subject only to the following constraints on the physical 
domain of p: 

(1) the domain of p is open and connected, and p > ° 
at all (a, ~) in this domain; 

(2) p is at least Coo in the domain. 

To avoid any ambiguities now or later, the positive 
root of (~2)3/4 in Eq. (40) is to be understood, and the 
same convention is adopted for all roots of positive 
numbers which occur in subsequent expressions. 

f is expressible in terms of hypergeometric func
tions. 8 The even and odd solutions of Eq. (41) are given 
for Iy I '" 1 by 

10(Y) =2F 1(- t, -%,t, _ y2), 

(42) 

An alternative fundamental pair of solutions F1/4 and 
F3/4 are given for Iyl? 1 by9 

F1/4=(y2)1/82F1(-t,%,{,- 1/i), 

(43) 

The relations between these two pairs of solutions are 

10 = B1F1/4 + B2F 3/ 4, 

(44) 

where 

B1 =r(~)r(- :l:)/r(- %)r(tj = 1. 5832 ... , 

B3 =rWr(- t)/r(t)r(i) = - 0. 6123 ... , 

B1B4 =V2 + 1, B3B2 =V2 - 1. (45) 

The general solution for 1 will be expressed in the alter
native forms 

(46) 

which are respectively useful for discussing the metric 
in the regions I y I '" 1 and I y I ? 1. The coefficients a,13 
depends on the sign of y as well as on a, b; from Eqs, 
(44) and (45), 

a =B 2a + (sgny)B4b, {3 = B 1a + (sgny)B3b. (47) 

The first fundamental form 

g",a15x:' 15J!l = 2(k" 15x" )(mal5-~) + 21 t" I5x" 12 

can be constructed from the following TNT1 expressions 
for the null tetrad as computed with the aid of Eqs. (18), 
(14), (27), and (40): 

k =p(da- 2b.o~ dTJ), 

m =dp + 3ib.oP(Ad?; -A*d1:*), 

t = (p + ib.oP) d1: - A*k, 

A = 12 ~-1 [v + i) j ~: -~ ] . 

(48a) 

(48b) 

(48c) 

(48d) 

It is obvious that TNT1 has a Killing vector K such that 
K"d", = a/aTJ. This was an extra bonus which the author 
did not expect. It is the only Killing vector, since 
Collinson1o has proven that any TNT cannot have more 
than one Killing vector. 11 

Note that the first fundamental form is invariant in 
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value under the coordinate transformation 

p-p, a-a, ~- -~, TJ--TJ. 

However, this does not imply an inz·ersioll symmetry 
of TNT1, because, if p(a, 0 is given for positive ~, 
then p(a, - ~) need not represent the continuation (if any) 
of p into the region of negative ~. 

We next discuss the range of the chart and the cir
cumstances under which p has an extension across the 
hypersurface ~ = ° (a* 0) if it is given in the region ~ > 0. 
In all cases, 

_OO<P<OO, _oo<TJ<oo. 

So, the only problem is to find the set of (a, ~) or, equi
valently, the set of (V, ~) which correspond to a given 
choice of f. There are three distinct cases. 

(I) First, suppose / has two zeros ,1'1 and Y2 ~, -"1 such 
that /(1,') :> ° in the interval V1 < .I' < 1'2' Then tllen' is 110 

extensioll 0/ the chart, and its range is given by 

An example is f =fo, for which \'1 '" - 5. 5 and \'2'" 5.5. 

(II) Suppose f has a zero at y = 1'2 and is positive in 
the open interval (V2, 00). Then there is an analytic con
tinuation 0/ p acoss the hypersllr/ace ~ = 0 (a* 0) into 
the region of negative ~. 12 The extension is uniquely de
termined by the C1 matching conditions at ~=o (a*O). 
With the aid of Eqs. (43) to (47), the result of the match
ing procedure is given by 

a.=a, 6.=- 13, 

a~=-V2a-B3B4b, 

b.=B1B2a+V2 b, 

where 

f.=aJo + bJ1 = af3/4 +i3f1/4 

p(a, ~) = (~2)3 /4f-(y) for ~ '" 0. 

(49) 

(50) 

Let Y2. be the maximum zero of f .. (There may be only 
one zero.) Then the range of the chart is given by 

Y :> Y2 for ~ "" 0, 

Y >1,'2" for ~'" 0. 

As an example, consider f = -fo restricted to the domain 
(5.5,00); in this example, -"2. '" - 1. 2. 

(III) Suppose / has a zero at y = -"1 and is positive in 
the open interval (- oc), Y1)' Then there is an analytiC con
tinuation of p across the hypersurface ~ = ° (a* 0) into 
the region of negative ~. 12 The same equations hold as 
in the preceding case except that B3B4 and B1B2 are to 
be replaced by their negatives in Eqs. (49), and the 
range of the chart is 

1,' <Vl for ~ "" 0, 

where Y1. is the smallest zero of f .. An example is 
f = - fo restricted to the domain (- 00, - 5. 5); in this 
example, 1,'1. '" 1. 2. 

For some purposes, it is advantageous to introduce 
a positive parameter no and a real parameter 1.1 by the 
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equations13 

nocos/1:=a, nosin/1:=b. (51) 

These parameters are used in the discussion. 

4. DISCUSSION 

A. Number of parameters in TNT 1 

As can be verified by examining the derivation of h 
which followed Eqs. (28), the remaining arbitrariness 
in our choice of a null tetrad and coordinates is given 
by that subgroup of Eqso (28) for which all parameters 
are identically zero except a, Y, 'rio and except for the 
possibility (3 = 71. Also, there is the total inversion 
k - - k, m - - m, t - - t which we have not had to con
sider until now. 

The key transformations which are induced by the 
residual group are as follows: 

p' =exp(- alp, a' =±ya, 

e = exp(a + i(3H, 1)' = exp(a + is)(1) + 1)0), «(3 = 0,71), 

p' = exp(a)y-1p, 

(52) 

no and /1 are the metrical parameters in Eq. (51). expa 
and yare arbitrary positive scaling factors [where this 
a is not to be confused with the a which occurs in Eqso 
(46) and (47)). 

It is clear that expa and y can be selected at will to 
make both no = 1 and b.o = 1. Therefore, TNT 1 has only 
one essential parameter, 14 viz., the parameter /1 which 
remains invariant under the residual group. 

B. Another approach to TNT 1 

In Sec. 3, we defined TNTl by the condition that there 
exist a null tetrad k, tn, t, t* consistent with Eqs. (6) 
and a coordinate system p, a, 1;, 1;* consistent with Eqs. 
(13) such that Eq. (27) is true. An alternative defini
tion is expressed by the condition that there exists a 
null tetrad k, tn, t, t* such that Eqs. (6) hold and such 
that 

(53) 

dX =- dT IT (54) 

and where e is the 1-form defined by Eq. (9). 

We now sketch a proof of the equivalence of the two 
definitions. Since both definitions admit only those null 
tetrads which satisfy Eqs. (6), we will grant Eqs. (6) 
throughout the proof. First, assume that Eqs. (53) and 
(54) are true. Let 

(55) 

Note that Eq. (55) is equivalent to the statement that 
b. is a uniform field. Furthermore, from Eq. (9), we 
see that Eq. (54) is equivalent to the condition 

d(P-1k) = - 2ib.dl; dl;*. (56) 

Since b. is uniform, it follows that there exists a scalar 
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field a such that 

da=p-1 k - i b.(1: + I;*)(dl; - dl;*). (57) 

Equation (57) is equivalent to Eqs. (13) with n = ib.(1; 

+ I; *). So, we have proven that Eqs. (53) and (54) imply 
the existence of a null tetrad k, 111, t, t* and a coordi
nate system p, a, 1:, 1;* such that (13) and (27) hold. The 
converse presents no problem and is proven by showing 
that Eqs. (13) and (27) imply Eq. (57), which then im
plies Eq. (56), which is equivalent to Eqs. (53) and 
(54). 

C. Search for more TNT 

There are two possibly feasible approaches to the 
hunt for more TNT. One is an extension of the methods 
used in this paper. It starts with the assumption that X 
exists such that Eq. (53) holds, 16 but we no longer as
sume that the scalar field X is given by Eq. (53). As 
before, scalar fields p and b. are defined by Eqs. (55), 
whereupon Eqc (56) is still true. b. is not necessarily 
a constant in this generalization, but Eq. (56) does im
ply that b. is expressible as a function of I; and 1;* alone; 
moreover, Eq. (56) implies that there exist scalar 
fields n(l;, 1;*) and a such that 

k =p(da+ n dl; + n*dl;*), 

which implies that Eqs. (13) hold. 

In other words, we are considering the class of TNT 
for which there exist a null tetrad k, tn, t, t* consistent 
with Eqs. (6) and a coordinate system p, a, 1;, 1;* con
sistent with Eqs. (13) such that n depends on I; and 1;* 
alone. Fred Ernst and the author have already worked 
out the complete set of field equations and integrability 
conditions which are appropriate generalizations of 
Eqs. (29)-(36). The integrability conditions are im
mensely difficult to handle except for the special case 
of TNT1 . However, we have not yet subjected these 
conditions to a thorough examination. 

The second approach which we have in mind leads to 
TNT spacetimes which are not necessarily in the cate
gory covered by Eq (53). Specifically, we assume that 
a Killing vector K exists. Then, we can always special
ize the null tetrad and the coordinates defined by Eqs. 
(6) and (13) so that K" dOl. = il/(1). The differential equa
tions for p and h then involve only the two coordinates 
a and ~. 

Even then, the problem is tough. However, it is pos
sible that a combination of the assumption that a Killing 
vector exists taken together with some ansatz concern
ing n may lead to less resistant equations. The author 
is working on that possibility. 

D. Some comments on type (3,1) with twist 

Finally, we give the extension of our TNT equations 
to type (3,1) (also called type III). For type (3, 1), as 
well as for type N, all of Eqs. (7)- (20) still hold. The 
only one of Eqs. (6) which are changed is the expres
sion for V_l> which now becomes 

Vol =hdl; + zLk (58) 

where L is a scalar field which does not depend on p. 

I. Hauser 666 



                                                                                                                                    

As regards Eq. (21), it is replaced by the pair of 
equations 

D*h=-L, D*L=2A*L. 

As regards the conform tensor, 

(59) 

C_1 =z2L, C..2=zN_z2DL+2iz3L(DT_AT). (60) 

That is all. 

Wild and the authorS have examined the question as to 
whether there exists a type (3, 1) twisting gravitational 
field such that n is given by Eq. (27) and such that T/ 
is an ignorable coordinate. The answer is negative; 
i. e., the spacetime is type N if n is given by Eq. (27) 
and if a Killing vector K exists such that K"dOl = a/aT/. 

On the other hand, there may exist type (3, 1) twist
ing gravitational fields such that N"* 0, T/ is an ignorable 
coordinate, and there exists a scalar field X such that 
Eq. (53) is true, This is an interesting possibility, [n 
is not given by Eq. (27) in this case. ] 
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Birkhoff's theorem and magnetic monopole solutions for a 
system of generalized Einstein-Maxwell field equations 
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In this note I establish a "Birkhofl's type theorem" for the most general second-order vector-tensor 
theory of gravitation and electromagnetism, which is such that its field equations are 0) derivable from a 
variational principle, (ii) consistent with the notion of conservation of charge, (iii) compatible with 
Maxwell's equations in a flat space, and (iv) in agreement with Einstein's equations in the absence of 
electromagnetic fields. I also present solutions to these field equations which can be regarded as 
representing the gravitational and electromagnetic field outside of a magnetic monopole. It turns out that 
these magnetic monopole solutions admit event horizons when the mass of the source is sufficiently large. 

1. INTRODUCTION 

The results presented in Ref. 1 demonstrate that the 
Einstein-Maxwell field theory is not unique amongst all 
possible second- order vector- tensor field theories of 
gravitation and electromagnetism which satisfy the 
following four conditions. 

(i) There exists a Lagrange scalar denSity L of the 
form2 

L = L(gabigab,lli'" igab,ll"'i,,; <Pa; <Pa,il;"'; <Pa.iloooiB) 

(Q'~ 2, (3~ 1), which is such that in the absence of 
sources the field equations are given by3 EiJ (L) = 0 and 
Ei(L)=Oo 

(ii) In the presence of sources the field equations as
sume the form EIJ(L) = 87T[::gTi/ and EI(L) = 167T[::gJi, 
where Ti/ and J I denote the energy- momentum tensor 
and charge current vector of the sources, 

(iii) EI(L);i=O, in general, and Ei (L)=4[::gFi
j;} 

when evaluated for a flat metric tensor, 4 

(iv) If electromagnetic fields are not present, then 
the field equations Eli (L) = 87T r-gTi/ reduc e to 
Einstein's equations; viz., eli = 87TTi/, 

In fact the field equations of any second-order vec
tor-tensor field theory of gravitation and electromag
netism satisfying the above four conditions may be ex
pressed as follows 5: 

(1.1) 

and 

(1,2) 

where k is an arbitrary constant with units of (length)2, 

T iJ • = 1- (pia p _ .!.gH F pab) • 47T~' a 4 ab (1.3) 

and 

AiJo-1-{F F1*R*iaJb+*Fia;b*FJ } • - 87T a' b b; a • (1. 4) 

When the constant k appearing in Eqs. (1.1) and (1. 2) 
is equated to zero, these equations reduce to the usual 
Einstein-Maxwell field equations. Due to this observa
tion we shall refer to Eqs. (1.1) and (1. 2) as the 
generalized Einstein-l'vlaxwell field equations. 

In Ref. 6 static, spherically symmetric, pure elec
tric, source-free solutions to Eqs. (1.1) and (1. 2) were 
presented. The purpose of this paper is to examine the 
spherically symmetric source-free solutions to Eqs. 
(L 1) and (1. 2) without assuming the spacetime under 
consideration to be either static or pure electric, Our 
primary objective is to prove that under certain condi
tions any spherically symmetric source-free solution 
to the generalized Einstein-Maxwell field equations 
must be static, and hence these field equations satisfy a 
theorem similar to Birkhoff's theorem. 7 It turns out 
that these "certain conditions" are quite reasonable 
when one is concerned with asymptotically flat solutions 
to Eqs, (1,1) and (1. 2). Consequently, we can safely 
say that the generalized Einstein-Maxwell field equa
tions do not admit gravitational or electromagnetiC 
monopole radiation fields, However, as we shall see, 
they do admit magnetic monopole and "Bertotti-Robin
son type" solutions, 8,9 In addition these magnetic 
monopole solutions bear a strong resemblance to the 
(pure magnetic) Reissner-Nordstrom solution, and, 
like the Reissner-Nordstrom solution, they possess 
event horizons when the mass of the source is suffi
ciently large, 

We shall now turn our attention to the Birkhoff's 
theorem satisfied by the generalized Einstein-Maxwell 
field equations, 

2. A PRELIMINARY VERSION OF BIRKHOFF'S 
THEOREM 

A spacetime containing an electromagnetic field will 
be said to be spherically symmetriC if it admits the Lie 
group 80(3) as an effective Lie transformation group of 
isometries. We also require that; 

(i) the orbits of 80(3) be diffeomorphic to the 2-
sphere 52; 

(ii) the restriction of the metric tensor to each orbit 
be positive definite; and 

(iii) the electromagnetic field tensor be invariant 
under the action of 80(3), 

Under these assumptions it can be shown that locally 
it is always possible to introduce a chart U' : = (t, r, e, cp) 
with connected domain U which is such that on U the 
line element, ds 2, and electromagnetic field tensor, P, 
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have the following form lO 

ds 2 == _ e2" dt2 + e 28 dr2 + X2(de 2 + sin2e dcp2) 

and 

F==Edt/\dr+bsinede/\ drp, 

where a, (3, X, and E are functions of rand t and b EO lRo 
In Eqs. (2.1) and (202) e and rp have the same range as 
do the usual spherical polar coordinates on 52

0 We 
shall refer to the chart w with the above properties as 
a standard chart for a spherically symmetric space
time containing an electromagnetic field. 

Throughout the remainder of this paper we shall con
fine our attention to a spherically symmetric space
time containing an electromagnetic field and satisfying 
the source-free generalized Einstein-Maxwell field 
equations. Let w: == (t, r, e, rp) be a standard chart for 
such a spacetime with domain Uo In order to establish 
a "Birkhoff's type theorem" for the generalized 
Einstein- Maxwell field equations there are various 
cases for us to consider depending upon the behavior 
of the "hypersurfaces" {X == const}, where 
X2 : ==g(a/oe, a/a e). In this paper we shall not treat the 
case in which the normal vector to these hypersurfaces 
is null on a set of measure zero. However, in the next 
section we will examine the case in which X equals a 
constant on Uo This case leads to Bertotti-Robinson 
type solutions to Eqs. (101) and (1 02). For the purposes 
of the present section we shall only be concerned with 
the case in which the normal vector to the hypersur
faces {X =const} are either spacelike at each point of 
U, or timelike at each point of U, or null at each pOint 
of U o To begin with, we will show that the hypersur
faces {X = const} cannot be null at each point of Uo 

When working on the domain U of a standard chart w 
which is such that dX*O at a single point of U, then it 
can be shown that the only functionally independent 
source-free field equations of the system (1.1), (10 2) 
are 

e-28[ _ (X- 1X,)2 _ 2X-1X" + 2X-1X' WJ + X-2 

+ e-2,,[ (X-l.\,)2 + 2X-1X~] 

== £2e -20le -28 + b2X-4 + 2kb2e-2BX-5[ _ X" + X' p' 

+ X~e-20le2B] _ kE2e-20le-2BX-2 [1 _ (X,)2e -2B 

+ (.Y)2e-2"J + ke-2BX-4[6b2 (X-1X,)2 _ 2£2 (XX)2e-4a<] , 

(2 0 3) 

e-2"x- 1q(' _ X,~ - Xa') 

==kb2e-2"X-5CX'-X'S-Xa') 

+ ke-2"e-2BX-6ix' (£2e-2"X4 - 3b2e 28), (2.4) 

e-2B[ (X-1X,)2 + 2X-1X' Ct 'J- X-2 

+ e-2"'[2X-1Xa - 2X-1X _ (X-1X)2] 

== _ £2e -201e -2B _ b2X-4 + kE2e-20le-2BX-2[l _ (X,)2 e -2B 

+ (X)2e-ZOI ] + 2kb2e-20lX-5[ _ X + X a + X' a'e2"'e-2B ] 

+ ke-2"x-4[6b2(X-l.~)2 _ 2E2(XX,)2e-4B], (205) 

- E' + E(a' + f3') - 2 EX-lX' + kX-2[ E' - E(a' + f3')] 

x [1 - (X')2e-2B + (X)2e -20<J + 2kEX-2Xe-2 0< 
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and 

x (X' - X'~-Xa') 

+ 2kEX-2X'e- 28(_X" +X'f3' 

+ X8e-2 0<e2B) = 0, (2.6) 

i - E(n +~) + 2EX-1X - kX-2[E - E(a. + ~)l 

x [1 - (X')2e- 2B + (X)2e-20<1 + 2kEX-2X' e-28(x' - X' i3 - i 0") 

+ 2kEX-2Xe-2,,(- X + Xo. + X' a'e2"e-28) == 0, (2.7) 

where the dot and the prime denote partial differentia
tion with respect to t and r respectively. 11 Equations 
(2.3)- (2.7) represent the following equations of the 
system (1.1), (10 2): 

-G~=-81TT~, tG~==41T71, Gi=81TTl. 

e2"e 28(pi;j + tkFbc;a *R*Oabc ) == 0 

and 

respectively, where n : = T~ + "A;. The only other non
trivial equations of the system (10 1), (10 2) are G~ 
==81TT~ and G~==81TT~, where &~==GK and n==n, How
ever, under our present assumptions, these equations 
are automatically satisfied whenever Eqs, (203)- (207) 
hold, This is so since G'}; j == 0 and n; j == 0 (in general) 
when the source-free version of equation (1. 2) is 
satisfied, 

Now suppose that;; : == (t, r, e, rp) is a standard chart 
with domain fj which is such that the hypersurfaces 
{x == const} are null, and riX"* 0 at a single point of fj 
where j{2 : ==g(a/ae, ~/ae)o Then it is easily seen that 
given any point P rc U there exists a standard chart 
w : == (t, 1', e, <P) at P with domain U c fJ which is such that 
on U 

ds2 = e 201
(_ rit 2 + dr2) + (t + r)2(de2 + sin2e d¢2), 

while F has the form presented in Eq. (2.2) with Q' and 
E being functions of rand t. Upon subtracting Eq. (2. 5) 
from (2.3) we find that on U 

1 == E2e-4O<[ (t + r)2 - k] + b2/ (t + 1')2, (2. 8) 

while Eq, (2,6) tells us that 

(E' - 2a'E)[- 1 + l?/(t + r)21- 2£/(t + r) == O. (2.9) 

When Eqo (208) is differentiated with respect to r, we 
discover that Eqo (2. 9) can be used to rewrite the re
sultant equation as follows; 

0== (Ee-2",)2 + b2/ (t + 1')4, 

and hence E = b = 00 However, this fact is incompatible 
with Eqo (20 8) and thus our original assumption that the 
hypersurfaces {x == const} are null must be incorrect 

We shall now examine the case in Which all of the 
hypersurfaces {j{ == canst} are timelikeo In this case it 
can be shown that given any point P EO fj there exists a 
standard chart w: == (t, r, e, rp) at P with domain U c iJ 
which is such that on U 

(2,10) 
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while F has the form presented in Eq. (2.2) with u, {3, 
and E being functions of rand t. For this form of line 
element equations (2.3), (2.4), and (2 0 5) imply that 

/3=0 

and 

(2.11) 

(2.12) 

Upon differentiating Eq, (2.11) with respect to t, and 
noting Eq. (2.12), we find that 

2(E2e-2 ,,) 
0=[r2 +h(e-28 _1)j--at-' (2.14) 

Now suppose that there exists a point Q r::: U which is 
such that a (E2e-2<><)/al '" 0 at Q. Then Eq. (2.14) would 
imply that y2 + k(e-28 - 1) = 0 on a neighborhood V of Q 
and hence e,28 = 1- y2 liz on V. However, this expres
sion for e,28 does not satisfy Eq. (2. 11), and thus we 
may conclude that 

a (E2e-Z<><) 
af =0 (2.15) 

on U. 

If we now differentiate Eq. (2. 13) with respect to I, 
we see that we can use Eq. (2.15) to deduce that a' = 0 
and hence 

0' =A(r) + B(l), (2.16) 

where A and B are differentiable functions of rand 1 
respectively. 

Due to Eqs. (2.15) and (2.16) we see that there must 
exist a differentiable function ~ = ~ (1') on U which is 
such that 

(2. 17) 

Equations (2.2), (2.10), (2.16), and (2.17) suggest 
that we define a new time coordinate T on U by means 
of the equation dT = eB dt. In terms of the chart 
(T, r, e, 1» with domain U we have 

ds2 = _ e 2A dT2 + e 28 dr2 + y2(de 2 + sin2e drp2) 

and 

F = ~ dT 1\ dr + b sine de 1\ dqy, 

where A, {3, and ~ are functions only of r. As a result 
of this observation we can conclude that our spacetime 
must be static on U. 

Employing an argument similar to the one pr~sented 
above, we can show that if the hypersurfaces {X = const} 
are all spacelike in V, then given any point P 0C U there 
exists a standard chart (t,R, e, ¢) at P with domain U 
c V which is such that on U 

ds2 = _ e2<>< dt2 + e2B dR2 + t2 (de2 + sin2e dct}) 
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and 

F = E dt 1\ dR + b sine dB 1\ d1> 

where ('I, B, and E are functions only of t. 

To recapitulate the above work, we have the following 
preliminary version of Birkhoff's theorem for the gen
eralized Einstein-Maxwell field equations. 

Theorem 1: Let (M,/{,F) be a spherically symmetric 
spacetime containing an electromagnetic field and let 
iv: = (t, Y, e, rp) be a standard chart with domain V. 
Suppose in addition that 

(i) g and F satisfy the generalized Einstein-Maxwell 
field equations without sources; and 

(ii) the function X2 : = g(a la e, a la e) has no critical 
points in fJ. 

Then the gradient of X cannot be a null vector field 
on V. 

If the hypersurfaces {X == const} are timelike (resp. 
spacelike), then, given any point PE fl, there exists 
a standard chart to : = (I, r, e, cp) at P with domain U l V 
which is such that on U 

(2.18) 
and 

F == E dt 1\ dr + b sine de 1\ d <P, (2.19) 

where ('I, ;3, and E are functions only of r (resp. f), and 
.\'2 = 1'2 (resp. 12). 

When seeking spherically symmetric, asymptotically 
flat solutions to the generalized Einstein-Maxwell field 
equations, one requires that the surfaces {X:=: const} 
must be timelike hyper surfaces in the asymptotic 
domain. Thus due to the above theorem we see that in 
Ihe asymptotic domain any sphcrically symmc!ric, 
aSYI1l!){olically ([at solution fa the generalized Einslein
Jlax1!'ell[icld equations l17ust be static. Consequently, 
the generalized Einstein- Maxwell field equations do 
not admit gravitational or electromagnetic monopole 
radiation fields. 

We shall now turn our attention to the case in which 
}? equals a constant on the entire domain of a standard 
chart. 

3. BERTOTTI-ROBINSON TYPE SOLUTIONS 

Suppose that if : = (7, :Y, e, rp) is a standard chart with 
domain V which is such that X2 = Q2 (a positive constant) 
on V, where X2 : =g(?/0e, 0/ae)~ In this case it can be 
shown that given any point P:=: U there exists a standard 
chart 1" • = (I, Y, e, cp) at P with domain U c f) which is 
such that on L' 

(3.1) 

and 

F = Edt 1\ dr + b sine dB /1 drp, (3.2) 

where x and E are functions of t and r. Without loss of 
generality we may suppose that i\ is such that 

\(0, y) = 0 and i(O, r) = O. 

The chart 1f' with the above properties is sometimes 
referred to as a Novikov-type coordinate system. 12 
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Under the present assumptions equations (2.3)- (2.7) 
reduce to 

Q2 =E2e-2A (1_ ;) + b2, (3.4) 

(
1- ~)o(Ee-A) =0 (3.5) 

Q2 or ' 

and 

(3.6) 

One solution to the above equations is k = Q2 = b2• If 
k '* Q2, then Eq. (3.4) implies that E2e-2>. must be a con
stant and hence Eqs. (3.5) and (3.6) are a consequence 
of Eq. (3.4). We shall presently demonstrate that the 
case k =Q2 cannot occur. 

At this time it should be recalled that since dX = ° on 
[J Eqs. (2.3)- (2.7) do not represent all of the function
ally independent equations of the system (1.1), (1.2). 
The equation of this system which is not represented by 
Eqs. (2.3)- (2.7) is the equation G~ = 81T(T~ + kA~). In 
terms of the chart w this equation can be written as 
follows: 

(~~2 _ 1) [~+ (~)2J = ~2 (b2 + E2e-2A). (3.7) 

Thus we see that if kb2 = Q4, then we must also have b2 

= 0 which is impossible in view of the fact that Q2 '* O. 
Consequently, we must require that kb2 '* Q4 and hence 
the case k = Q2 mentioned above cannot arise. 

Since kb2 '* Q4, we can use Eq. (3. 4) to rewrite Eq. 
(3.7) in the following manner: 

o2e~ Q2e>' 
a£2=k_Q2' (3.8) 

In order to solve this equation, there are two cases for 
us to consider: viz., case (i) k _Q2 < 0 and case (ii) 
k - Q2> D. We shall now examine each of these cases in 
turn. 

Case (i): k - Q2 < O. 

Upon setting 

J.L2:=Q2/lk_Q2j 

we find that Eq. (3. 8) becomes 

02e>' 
--+ J.L 2el =0 ot2 • 

(3.9) 

Thus we may use Eqs. (3.3) and (3.4) to conclude that 

eA=cosJ.Lt, E=CjcosJ.Lt, and Q2~b2, 

where 

(C j )2 : = Q2(Q2 _ b2)/ (Q2 _ k). (3.10) 

Case (ii): k - Q2> O. 

In this case Eq. (3.8) becomes 

a2e>' 2 
at2 - J.L e~= 0, 

where J.L2 is defined by Eq. (3.9). Using Eqs. (3.3) and 
(3.4), we find that 
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where 

(C2)2 : = Q2 (b2 _ Q2)/ (k _ Q2). (3.11) 

Thus we see that if the magnetic charge b were set 
equal to zero, Case (ii) could not occur. 

To summarize the above results concerning the 
Bertotti-Robinson type solutions to the generalized 
Einstein-Maxwell field equations, we have the 
following: 

Theorem 2: Let (M,g, F) be a spherically symmetric 
spacetime containing an electromagnetic field, and let 
W : = (T, r, e, CP) be a standard chart with domain D. 
Suppose in addition that 

(i) g and F satisfy the generalized Einstein-Maxwell 
field equations without sources; and 

(ii) the function X2 : =g(a/a8, alae) is equal to a posi
tive constant Q2 on U. 

Then Q2 cannot equal k. If k < Q2 (k> Q2, respective
ly), then, given any point Pc tJ, there exists a standard 
chart w : = (t, r, e, cp) at P with domain U c fj which is 
suc h that on U 

ds2 = Q2 (_ dt2 + e2~ dr + de2 + sin2 e dcp2) 

and 

F= E dO\ dr + b sin8d8A dCP, 

where e~=cos(J.Lt) [cosh(J.Lt), respectively] and E 
= C 1 cos (J.Lt) [C2 cosh(J.Lt), respectively]. In these 
formulas the constants J.L and C1 (C2, respectively) are 
defined by Eqs. (3.9) and (3.10) [(3.11), respectively], 
and Q2 ~ b2 (Q2", b2, respectively). 

At present I regard the combination of Theorems 1 
and 2 as representing Birkhoff's theorem for the gen
eralized Einstein-Maxwell field equations. The only 
case which the combination of these two theorems fails 
to treat (and which is treated by Birkhoff's theorem 
for the Einstein-Maxwell field equations) is the case in 
which the gradient vector of the function X2 is null on 
a set of measure zero. It is not clear to me how this 
case can be handled without first determining (in closed 
form) the general solution to Eqs. (1. 1) and (1. 2) for 
the spacetime whose metric and electromagnetic field 
have the form presented in Eqs. (2.18) and (2.19), The 
determination (in closed form) of such a general solu
tion appears to be impossible. 

4. ASYMPTOTICALLY FLAT MAGNETIC MONOPOLE 
SOLUTIONS 

In Ref. 6 static, spherically symmetric, pure elec
tric, source-free solutions to the generalized Einstein
Maxwell field equations were presented. The un
fortunate aspect of these solutions was that they had to 
be expressed in series form. The purpose of this sec
tion is to show that it is possible to determine spheri
cally symmetric, asymptotically flat, pure magnetic 
solutions to the source-free generalized Einstein
Maxwell field equations. As we shall see, the only 
obstacle to expressing these pure magnetic solutions in 
an elementary manner is a single quadrature. 
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To begin with, let (I, r, 0, rf» denote the standard 
spherical polar coordinate chart Of13 R 4 ,., R X R3. We 
now seek a spherically symmetric, asymptotically flat, 
pure magnetic solution to the source-free generalized 
Einstein-Maxwell field equations whose underlying 
manifold Jlp is of the form 

;Up =jP(cR4\Y(P)Pf, (4.1) 

where fJ is some nonnegative real number. 80(3) acts 
on ,11. in the obvious manner and we assume that the 
line element, ds 2, and electromagnetic field tensor, F, 
have the following form on 11. 

tls2 = _ ('2'" dL2 + e 2B rlr2 + r2(d82 + sin2 8 110 2) (4.2) 

and 

(4.3) 

where (due to the proof of Theorem 1) 0 and (3 are func
tions only of rand b,- R. Using Eqs. (203)- (20 7), we 
find that under the present assumptions the only func
tionally independent equations of the system (10 1), (1. 2) 
are 

e-28{~P' _1-\ + 1-= liZ + 2l?1/{3'e-2B + 6/;:b2e-28 

\; r y'i) 1'2)"4 1'5 1'6 (4.4) 
and 

e-2B(20' +.!...) _ 1 = - /)2 + 21lb2a'e-2B 

r y2 ;:z y,1 1'5 (4. 5) 

Upon adding Eqs. (4.4) and (4 05) together, we find that 

(4.6) 

In what follows we shall assume that the constant p 
appearing in Eq. (4.1) has been chosen so that when 
I? ". 0, P = 0 and when 1< :-- 0, p4 =!?I/. Due to this assump
tion we can use Eq. (4.6) to conclude that 

('2"'= (;I(,-28/r6)(r4 _1,/)2)3/2, 

where A is a positive real constant. We shall now 
proceed to determine as expression for e-2B

• 

(4.7) 

Upon multiplying Eq. (4.4) by l' we find that the re-
sulting equation can be written as follows: 

Ii (1'4 + 6kb2) 1'(1'2 _ b2) 
- (e-2B) + e-2B - (4 8) d1' . r( y 4 -1,/)2) - y4 _ 1,/)2 0 

The general solution to this equation is 

('-2 B= [1'6/ (r4 _ 1</)2)7/1 \(Y _ 2:\1 + I), (4.9) 

where ,11 is an arbitrary real constant and 1= I(Y) is 
defined by 

f
r(~y2_1!2)(XI_hl}2)3/4 ) 

I(r): 0= -----5--- - 1 rlx. 
x 

~ 

Thus we may now employ Eqs. (407) and (4.9) to con
clude that 

(4.11) 

Using the binomial series it can be shown that e2
<> 

admits the following series expansion: 

('2<>=-A(I_ 2 .. H+!!:. + 1<1)2 _ ,\!l,l? +.!!.!t..+.!3f,2/)4 
y y2 21"4 21'5 10y6 56y 8 
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5,\Jhz/i4 13/,2/}6 201k 3116 15.llk3b6 
._-- + --- + --- ----

16,)"9 1201"10 12321'12 - 641"13 

+ 55/,3b
8 

+ 0(1'-16)) 
6241'14 
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(4012) 

provided 1'4;. I k /)2:. 

The demand that our spacetime be asymptotically 
flat requires that for large r 

('2<> ~ 1 _ 2111h· + O(r-2), 

where III represents the mass of the source which is 
responsible for the gravitational field. Consequently, 
we can use Eq, (4,12) to conclude that A = 1 and ,11 = m. 
As a result of this fact, we see that the expression for 
e 2

<li presented in Eq. (4.12) agrees with the correspond
ing quantity in the Reissner- Nordstrom solution out 
through terms involving 1'-3. 

In summary, we have shown that the line element and 
electromagnetic field tensor of our spherically sym
metric, asymptotically flat, pure magnetic spacetime, 
(.1J.,,~, F), must assume the following form if they 
satisfy the source-free generalized Einstein-Maxwell 
field equations; 

2 (r-2M+1) 2 (r4_l<h2)1/4 2 
r!8 =- ( 2114 dl + --6 ----!II' 

1'L kh) r (1'- V1+I) 

+ ).2 (d iJ2 + sin2 0 r/d)2) 

and 

(4.14) 

where 1 is defined by Eq, (4.10) and p = ° when" ", 0 
while p4 = hb2 when I, ': 00 The constants J1 and b ap
pearing in Eqs. (4.13) and (4014) represent the mass 
and magnetic charge of the source respectively. 

In passing it should be noted that the metric present
ed in Eq, (4.13) reduces to the Reissner- Nordstrom 
(pure magnetic) metric when k is set equal to zero, 

The natural question to ask at this time is ~ Does the 
metric presented in Eq. (4,13) have anyl! "singular
ities"? The answer to this question is evidently in the 
affirmative if there exist points in J1p which are such 
that y - 2.11 + I ~ O. We shall now demonstrate that solu
tions to this equation can exist when .11 is chosen to be 
sufficiently large, 

Employing the binomial series, we find that when 
)"4 : h 1/}2, 

() 
1)2 1?l}2 31ch 1 ~ 1· 5.9 •. , .. (41 - 7)/i 1IP 

IT =-+----+3;, 
r 41'° 201'" '1:2 4/[! (41- 1)y41-1 

_ 3h2;, .!..:JL:...~_o _' _' _. ~1-7)1?/b2/ 
i:2 4/[! (41 + l)rH+l 

and hence limr _ c I(r) = .. , 0, Due to this fact it is clear 
that the image of .11 p under the real valued function 
/:c-cr+l(r), must be an interval of the form (!I,'/). Con
sequently, if 2:v1 a, then there will exist points in .II p 

at whic h r - VI + [= 0, Due to the form of the line ele
ment presented in Eq, (40 13) these points will lie on a 
"null hypersurface, " 

When i-' 0, I am not sure how small the real number 
a defined above will be o However, if I,? 0, then a 

(1,/)2)1/\ This is so since in this case the function I(r' 
defined by Eq. (4.10) is strictly positive and monoton
ically decreasing as r increases, As a result fer) r on 
H. and hence fer) (i<lJ2) 1 14, since 1'4 ·lIb2 on .\lp. Con
sequently, when I,? 0 the constant .11 cannot be chosen 
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arbitrarily close to zero if there is to be a singularity 
in .lIpo I suspect that a similar remark pertains to the 
case I? .~ 0; however, I have no proof of this claimo 

Further examination of the functionf shows that 

(i) if b2 "Ii then f is critical at each point on the 
hypersurface r = I /) i and attains its absolute minimum 
on this hypersurface, while 

(ii) if lJ2 ". Ii, then f is monotonically increasing as y 

increases o 

Thus if ,lIp experiences a singularity and /)2;-·12, then 
the value of r at the "outermost" singularity must be 
greater than or equal to I Ii I • 

Now suppose that the constant .11 has been chosen so 
that the spacetime (.llp ,g, F) experiences a singularity. 
If T denotes the value of Y at the outermost singularity, 
we let JIp,r:={PE :Upir(P) , T}. The spacetime 
(Mp, "g, F) can be extended to a larger spacetime con
taining an event horizon in the following manner. 

Let I' denote the function defined on .lIp,T by 

J' (x4-k/)2)dx 
I' : = 1+ 2T :.;3[:.; ~n + n,)] . 

It is easily seen that the collection of functions 
(v,)', e, 1» defines a global chart for Hp,TO In terms of 
this chart the metric and electromagnetic field assume 
the following form: 

o (1- 2.l!/r + 1/1') 0 ( /::112)3/4 
ds" = - (1 _ kh2/r4)1!4 ril'- + 2 1 - -:;:4 rll' dr 

(4,15) 

and 

(4,16) 

The manifold .Up, T corresponds to the region T" r -" '-C, 
but the metric (4.15) is nonsingular on the larger mani
fold .v for which p . r . 7). We now let (N, h, F) denote 
the spacetime containing an electromagnetic field whose 
metric, Ii, and electromagnetic field, F, are given by 
Eqs. (4.15) and (4.16). This spacetime is evidently 
an extension!:' of (:lIp, H/{' f) and it has an event horizon16 

at r= T. Moreover, (N,It, F) satisfies the source-free 
generalized Einstein- Maxwell field equations. 

The spacetime (X, It, F) experiences a "genuine 
singularity at r "" (J. " This is so since a straightforward 
calculation using the metric presented in Eq. (4. 15) 
shows that 

C 'abed_1 ((-2rG+3b2r4+kb2},2_2Iibl) 
abci· -. 3 (r4 _ kb2)2 

rl(r _ 21J'" J)(3rB.,. 31d/rl- 21,2b 1) 1)2 
+ -------(r4 - kb2)En----- - )'2 , 

where C abed denotes the Weyl tensor. Thus we see that 
as r-p+, Cabe,/.·abcd_,,,,, and hence there exists a 
curvature singularity "at r = p. " Consequently, the 
spacetime (N, It, F) cannot be extended beyond r = po 
This implies that if one were to require the constant 1,> 
to be positive, then the "radius" of any magnetic mono
pole would have to be greater than or equal to (k/}2)1/4. 

For if this were not the case, then it would be impossi-
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ble to find a spherically symmetric, asymptotically 
flat, source-free solution to the generalized Einstein
Maxwell field equations which is valid at all pOints out
side of the magnetic monopole, In other words, when 
I? is /)osiline, Ihere are 110 asvmplolieallv flal 11/a}.,,.,zelie 
/JIollOpole solufiolls to the generalized EillsleiJl-.1Iaxl('ell 
field equations correspondiJlg 10 (/ poilll SOUFee. 

Due to the above work, we see that the source-free 
generalized Einstein- Maxwell field equations admit 
static, spherically symmetric, asymptotically flat, 
pure magnetic solutions containing an event horizon. 
Since the generalized Einstein-Maxwell field equations 
are ilOt invariant under a duality transformation, 11 we 
cannot employ such a transformation to turn these pure 
magnetic solutions Into pure electric solutions. Thus it 
is still an open question as to whether there exist 
spherically symmetric, asymptotically flat, pure elec
tric solutions to the source-free generalized Einstein
Maxwell field equations which contain an event horizon. 

In Ref. 18 it was argued that a possible alternative 
to the usual energy-momentum tensor T jj of the elec
tromagnetic field used in general relativity is provided 
by Tj j ~ = T jj + hAjj, where Tij and Ajj are defined by 
Eqs. (L 3) and (1, 4) respectively. We shall now con
clude this paper by examining the behavior of T jj and 
Tjj for the magnetic monopole spacetime (Mp,Hg, F) 

considered above, For the purposes of this discussion 
we shall assume that (.lI p, Hg, F) is embedded in the 
spacetime (N, Ii, FL 

Let () be an observer in .11p, r whose world line is an 
integral curve of the vector field II; = e-'" 2/21, where e'" 

is defined by Eq, (4.11)0 Thus (J is a Killing observer, 
Using Eq. (2,3), it can be shown that under our present 
assumptions 19 

and 

(4018) 

Due to Eq. (4. 8) we may rewrite Eq. (4. 18) as follows; 

(1,2 _ J?)b2 + 71</J2e-2B 

T(U,Il) = 87Tr2(r4-f</}2) , 

where e-2B is given by Eq. (4.9L 

Equation (4.17) clearly indicates that T(II, II) is posi
tive on .11p, To However, in view of Eq. (4.19), it is by 
no means obvious whether a similar remark applies to 
T(l/,ll), although it is apparent that {(II,II) is positive 
once Y gets sufficiently large since in that case ((II, II) 
= T(It,II) +0(1'-6)0 Employing Eqo (4

0
19) in conjunction 

with our earlier remarks concerning the size of T, it 
is not difficult to s how that: 

(i) if k " 0, then T(II, II) is positive for all observers 
near the event horizon; 

(ii) if lu ° and b2
2' l?;' 0, then ((11,1/) is positlve 011 

.lIp,.; and 

(iii) if r </<, then T(l/,n) is negative for all observers 
in a neighborhood of the event horizon. 20 

I presently suspect that T(II, II) is positive on .11
p

, T 
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when k < 0, since it is positive near the event horizon 
and near infinity. Unfortunately, I have been unable to 
establish this claim. However, if this conjecture could 
be proved, then we would be able to say that T(u, u) is 
positive on M p, T except when ;2 < k (and hence b2 < k). 
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The Lee-Yang theorem was extended to the case of the correlation functions of the Ising ferromagnets 
(s = 1/2). Each adjacent pair of zeros of the (n + I)th correlation function in the complex fugacity plane 
is separated by one and only one zero of the nth correlation function (n = 0, I ,2, ... , N - I), and none of 
zeros of each function degenerate except for the infinite temperature in the completely connected system. 
The first Griffiths' inequality for the correlation function was elaborated such as (0",0"2'''0",)2 
tanh' (mh / kT). The inequality for the free energy in the presence of the external field was obtained as 
- mh o;,(h, T)-](O.T) 0;, - kTlog[cosh(mh / kT)J. 

1. INTRODUCTION 

Lee and Yang first proved the theorem that all fugacity 
zeros of the partition function of the Ising ferromagnet 
of spin ~ lie on the unit circle of the complex plane. 1 

This theorem gives useful information about the co
operative phenomena. 2 A few years ago, on examining 
computer experiments, 3,4 this theorem was extended to 
ISing ferromagnets of arbitrary spins- 7 and also proved 
for the anisotropic Heisenberg ferromagnets, the gen
eral ISing models, etc. 6-10 

After these developments, we know that the Lee-Yang 
theorem is universal for any ferromagnetic lattice spin 
system, independent of the lattice size, the dimension, 
the strength and the range of the spin-spin interaction, 
the boundary condition, the component spin, and the 
commutativity of the spin variables of the system. 

On the other hand, there exists the well-known fact 
that the physical properties seem to depend on the di
mension, the interaction range, etc., of the system. 
For example, in the one-dimensional Ising chane there 
occurs no phase transition, 11 but in the system of more 
than two dimensions the ferromagnetic phase transition 
does occur, 12,13 where the critical exponents of the phy
sical quantities really depend on the structure of the 
system. 14 

The aim of our work is to narrow the gap between the 
universal property and the structure-dependent one for 
the ferromagnetic lattice spin systems from the side 
of the former. 15 We tried to extend Lee-Yang one
circle theorem to other properties, and obtained sev
eral rigorous theorems" Using these theorems, we also 
obtained the new inequality for the correlation functions 
and that for the free energy in the presence of a uniform 
external field, of which the former contains Griffiths' 
first inequality. 13,16,8 

This work was suggested from the results of com
puter experiments on finite spin systems, 17,18 Parti
cularly, our motive comes from the question why nu
merical results for small systems, much smaller than 
statistical mechanical magnitude, give more suitable 
information than expected. 

The obtained results show that the spin functions, 
which we call the partition function and the unnormal
ized correlation functions, have some topological in
variant properties for various values of coupling param-

eters of spins. This fact seems not only to assure the 
scale-invariant properties of the free energy or corre
lation functions, 1\)_22 but also to indicate some dimen
sional- invariant one, 

In this paper we propose the results for the Ising 
ferromagnets of spin t c In paper II we will extend the 
results to the case of the Ising ferromagnets of arbi
trary spin. In paper III the results will be extended to 
the case of the Heisenberg ferromagnets. We note that 
another approach, with results similar to ours, has 
been reported for the case of the Ising ferromagnets of 
spin~. 23 

First we introduce the definitions. Secondly, the one
circle theorem for the partition function is extended to 
the case of the correlation functions. Next the rigorous 
relations between the fugacity zeros of the spin func
tions are proved. Then the fundamental theorem on the 
distribution of the fugacity zeros of the spin functions is 
presented. Then several new inequalities for the cor
relation functions and the free energy are proved in the 
presence of the external field. Finally we give a 
discussion. 

2. DEFINITIONS 

The Hamiltonian of the Ising model of spin ~ is written 
as 

and 

N 

fiN =110+'£ mhiai 
1=1 

(2.1a) 

(2.1b) 

where ai is the spin variable at the ith site and takes 
the values a, =± 1, hi is the external field at the ith 
site, m is the magnetic moment, J ii is the coupling 
constant between the ith and jth spins, N is the total 
number of spins, and L (ij) denotes the summation over 
all spin pairs. 

We define the generalized partition function, that is, 
the partition function under the nonuniform external 
field, as the following function of N variables: 

F N(ZI, z2, " •• , zH,!3) =tr exp(- fJflH) 

=tr {eXP(-I3f!o) ~z~i}, (2.2) 
,"I 
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where Z i = exp(f3mh;l, f3 = l/kT, T is the temperature, 
1? is the Boltzmann constant, and tr denotes the trace 
over all ISing spin states, that is, the summation over 
all values of the spin variables. 

The spin function of the nth order in the presence of 
the uniform external field is defined as 

(2.3) 

where 17= 0,1,2, .. 0, N - 1, N, Z = exp(i3 mh), h is the 
uniform external field, and Z2 is usually called" fuga
city." The partition function in the presence of the uni
form external field is the spin function of the Oth order, 
/o(z, /3). 

3. LEE-YANG THEOREM FOR CORRELATION 
FUNCTIONS 

In this section the Lee-Yang theorem on the fugacity 
zeros of the partition function of the Ising ferromagnet 
(s = ~) is extended to the case of correlation functions. 

Lemma 1; The spin function of the nth order is gen
erated from the generalized partition function, such as 

In(z, /3; i 1, ••• , in) = (- nn FN(zt, .,., ZN, (3) (i =,r::l), 

(3.1) 

where Zk=Z for llE):{i1, •• • ,int, and Zk' =iz for k' 
E{i1, •.. , into (The notation { t denotes the set of sites. 
I? E{i1, ... , int shows that the site II does not belong to 
the set of sites i 1 , • , • ,in' and so on. ) 

Proof: Using the fundamental identities of the 
following, 

ak = (_ i)"k, (3.2) 

we can write the spin function of the nth order as 

In(z,13; i 1, 0", in) 

=tr( D ai ) exp(- f3H 0) ~ z'i 
k =1 k i =1 

N 

=(-i)n trexp(-f3H o) f1 z~i, (3.3) 
i=l 

where zi is the variable defined in the above statement. 
Then the lemma is immediately proved. (Q. E. D.) 

Theorem 1: Every fugacity zero of a spin function of 
any order lies on the unit circle of the complex plane. 

Proof: As is well known, the Lee-Yang lemma 

(~Jij ~ 0) states that if F N(Zll"" ZN' /3) vanishes and 
1 Zi 1 '" 1 for all i, then we have 1 Zi 1 = 1 for all i. Using 
the Lee-Yang lemma and Lemma 1, we easily obtain 
that if In(z, 13; il>'" ,in) =0 and 1 Z 1"" 1, then we have 
1 Z 1= 1, because I iz I = I Z I . (Q. E. D. ) 

This theorem is the extension of the Lee-Yang theo
rem for the partition function (to) to the correlation 
functions (tn; 0 e(: 11 e(: N). 

4. BASIC THEOREMS ON THE DISTRIBUTION OF 
THE ZEROS OF THE CORRELATION FUNCTIONS 

In this section we investigate the problem of how the 
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fugacity zeros of the correlation functions relate to 
each other on the unit circle of the complex plane. For 
the sake of this aim, let us introduce the connected 
spin function of the nth order, 

<pn(z, 13; y; i1, ... , in> j) 

=In(z,/3; i 1, ... ,in)+yln+1(z,13; i 1, •.• ,in,), (4,1) 

where y is a complex parameter. 

Lemma 2: The connected spin function of the nth order 
is generated from the generalized partition function, 

<p n (z,{3; y; i 1 , ••• ,in,j) 

=C(y)(-i)"F.v(Zl, ... ,Zj, ... ,z:v,{3) (yHl) (4.2) 
or 

<pn(z, /3; r; ill' 0" imj) 

=2 (-i)nFN_1(z{, ... ,Z~,i3)Z7 (y=±I), (4,3) 

where Zk = Z for 1? ([{i1, .. " in}, Zk' = iz for ll' E{it, o. " 

in}, Zj=z(l+y)/C(y), z~=Zkexp(yi3Jkj) (ll*j), and C(y) 
= (1 _ y2) 1/2. 

Proo/: Using Lemma 1, we can write the connected 
function as 

<pn(z, i3; y; i1, ... , in,j) 

= (- i)n{FN(zl> ... , Zj, .,., ZN, (3) 

-iyFN(zl, ... ,izj,,,,,ZN,{3)} (zj=zL (4.4) 

By the reduction formula, the generalized partition 
function can be written as 

FN(Zb ... , Zj, .,., ZN, /3) 

= z jF N_1 (zi, . , . , z~, /3) + Zj1 FN_1 (Zj, ..• , z,v, 13), (4.5) 

where Z;=ZkexP(i3Jk) and Z;;=ZkexP(-{3Jkj) (ll*jL From 
Eqs. (4.4) and (4,5), the following relation is obtained: 

<pn(Z, 13; y; i 1, , •• , in>j) 

= (- iln{ (1 + r)FN_1(Z~, . , . ,z~, (3)z 

+(1-y)FNo1 (Zj, .c,zj,,(3)z-l}. (4 6) 

For y*± 1, Eq. (4,6) can be written as 

= (- i)nC(y)[{ z(1 + y)/C(y)}FN _1 (zl, ' .. , z;, /3) 

+{z(1 + y)/C(y)}-lFN_1(zj, •.• , zj" (3)j, (4.7) 

where C(y) = (l_l)1/2. Applying again the reduction 
formula (4.5) to Eq. (4.7) and introducing a variable 
Zj =z(1 + y)/C(y), we obtain Eq. (4.2). 

For y = ± 1 we immediately obtain Eq. (4.3) from 
Eq. (4.6). (Q.E.D.) 

Theorem 2: The two spin functions, In(z, /3; i1, .,., in) 
and I rr+1 (z, i3; ill ' • c , in> j), have no common fugacity zero 
in a completely connected system, except for the in
finite temperature, Here the completely connected sys
tem is the system in which every lattice site is con
nected with one or more than one site through the non
zero coupling parameters. 

P1'OOf: Taking the value of f' in Eqs. (4,1) and (4.3) 
as - 1, we have 
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In(z, [3; ii, ... , in) -In+l(z, [3; it, ... , in,j) 

=2 (-i)nFN_l(zi, .•. ,z;,p)Z-l, (4.8) 

wherez;=zkexp{-[3Jkj) (Zk=Z orzk=iz) (kctj). 

In the completely connected system, there always 
exists the nonzero coupling parameter for any site. 
Then suppose k" be the nonzero coupling site for j, that 
is, Jk • j *0 W' * j). 

If Izi =1, we have Iz;1 =exp(-[3Jkj ) and we obtain 
that [z;1 ~ 1 for any k (*k",j) and Iz;.1 < 1 except for 
[3 = 0. Thus using the Lee- Yang lemma, we immediate
lyobtain 

FN_I(zi, .. c, z;., ... , z;, (3)z *0 

for Iz;1 ~ 1 (k*k",j) and IZk.1 < 1, (4.9a) 

that is, 
In(z, [3; i l ,.· .,in)*ln+l(z,[3; i l , .. . ,in,j) 

for I z I = 1 and [3 * O. (4.9b) 

On the other hand, according to Theorem 1, both In and 
In+l vanish Dnly when [z I = 1. FrDm the abDve fact we 
find that In and In+1 have no CDmmon fugacity zero Dn the 
unit circle of the complex plane. (Q.E.D.) 

Extending TheDrem 2, we obtain the following 
theorem. 

Theorem 3: The connected spin function, 
<P n(z, [3; y; ii' ... ,i n' j), has the following property c 

If 1 (1 + y)/C(y) 1 = 1, every fugacity zerD of <Pn lies on 
the unit circle of the complex planeo 

If [(1+y)/C(y)[*l ory=±l, <pncannDtbezerDfor 
Iz [ = 1. 

Prool: First we consider the case of y * ± 10 In this 
case we know from Lemma 2 that the connected func
tion is written as Eqo (4.2). If 1(1 + r)/C(y) [ = 1, we 
have [Zj [ = Iz [ in Eq, (4.2). Besides we knDw [Zk [ = Iz 1 
fDr any k (*j) in Eq. (4.2). Then using the Lee-Yang 
lemma, we obtain that it holds fDr 1 Z 1 = 1 if FN = 0 and 
[z [ ? 1 in Eq. (4.2). As <Pn = C(r)(- i)nFN, thus the proof 
of the first statement is fDund. If [(1 + y)/C(y) [ * 1, we 
have IZj 1,* Iz I in Eq. (4.2). It follows from the Lee
Yang lemma that FN never vanishes for 1 Zk I = 1 (k * j) 
and [z j 1 * 1 in Eq. (4.2). This gives the second state
ment for <Pn. 

For y=± 1 we obtain Eq. (4.3) and a similar proDf 
to that Df Theorem 2 is fDund. (Q.E.D.) 

Applying Theorem 3 to the cases of real I' and pure 
imaginary 1', we obtain the following theorem. 

Theorem 4: The function, rn(z, [3; 6; ii, ... , in,j), 
which is defined as 

r nez, [3; 6; ii' ... , in,)) 

=/~(z, [3; ii' ... , in) + 6/~+I(z, [3; ii' o •• , in'})' (4.10) 

has the following property. 

If 6 ? 0, every fugacity zero of r n lies on the unit 
circle of the complex plane. 

If 6 < 0, r n cannot be zero Dn the unit circle, that is, 
for Izi =1. 
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Prool: When 6? 0, we may write 6 as 6 = y2 where I' 
is real. Then the function r n can be written as fDllows: 

rn(z,13; 0; ill"" in,j) 

=Vn(z, [3; ii' ... , in) + il'l n+l (z, [3; ii' .. , , in' j)} 

XVn(z,13; ib " ., in) - iYin+l(z, [3; ib .,., in,))} 

= <pn(z, [3; iy; it, ... ,j)<pn(Z, [3; - iy; ii' .. , ,j), (4.11) 

where <Pn is the connected spin function of the nth Drder. 

Since [(1 ± iy)/C(± iy) 1 = 1, we find with the use of The
orem 3 that every fugacity zero of r n lies on the unit 
circle of the complex plane. 

When 6 < 0, we may write 6 as 6 = _ 1'2 where I' is 
positive real. Similarly to the previous case, rn can 
be expressed as 

rn(z, [3; 6; ii' , .. , imj) 

(4.12) 

Since [(l±y)/C(±y)[ *1 or y=±l, we find with the use 
of Theorem 3 that rn*O for Izi =1. (Q.E.D.) 

Theorem 4 will be used for discriminating the de
generacy, etc., of the fugacity zeros of the spin func
tions later. 

5. MAIN THEOREM 

In the previous sections several basic theorems and 
lemmas on the spin functions were proved. In this sec
tion some lemmas and the main theorem are 
demonstrated. 

Lemma 3: The spin function, in (O~n~Nl, has the 
following property. 

(a) in(z,[3; i l , .• . ,in)ln+l(z, 13; i b •• • ,in,j) 

(5.1) 

where y = z2 + z-2, and both cp(y) and 1f!(y) are the poly
nomials of y. 

(b) For the even system, we have 

(5.2a) 

and 

12".l(z,13; i h ... , iZ".l) = (z2 - Z -2)iP(y). (5.2b) 

For the odd system, we have 

12n(z, [3; i h ••• , i2n) = (z + z_l)cp(y) (5.2c) 

and 

12".l(z,[3; ii' "', i2n±ll =(z - Z-I)IJ;(y) (y =z2 +z-2). 

(5.2d) 

Here we call the system even or odd, according to 
whether the total number of sites is even or odd. 

Proof: Statement (a) can be proved from (b). Then we 
have only to prove statement (b). 

From the definition of the spin function, we find 

In(z, 13; ib ... , in) = 2] p;n)(i3; i l , •.. , in)zS (5.3) 
s=-N,N ,2 

and 
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(5.4) 

where LS=_N ,N ,2 denotes the summation over the values 
s = - N, - N + 2, ... ,N - 2, N, and L: n:jaj=S) denotes the 
summation over the spin states of L:~=1 OJ = S (s: fixed). 
As H 0 has the spin reciprocity property, we can easily 
find 

P~~)(/3; i 1, .,., in) = (- l)np~n)(/3; i 1, "" in). (5.5) 

Then the spin function can be written as 

= L; p ~ )({3; ib ... , in}(zS + (- l)n Z-S), (5.6) 
s~o 

where 2:s,",o denotes the summation over the nonnegative 
values of s. 

In the even system, s takes the values 0,2, 4, .•. , 
N - 2,N (=2N') in Eq. (5.6). If we write s as s=25' 
(5' : nonnegative integer), we obtain 

and 

ZS _ z-s = (Z2 _ Z-2)(z2 (s' -1) + Z2 (s'-3) 

+ 22(s'-5) + ... +Z2(-S'+1). 

(5.7a) 

(5.7b) 

By the well-known algebraic theorem, we know that the 
reciprocal polynomial in z2 can be expressed as a poly
nomial in Z2 + z·2, Thus we obtain 

(5. Ba) 

and 

ZS _ z·s = (z2 _ Z·2)l/is(y), (5. Bb) 

where both cp s(1') and l/is(1') are the polynomials in :v = z2 
+ Z-2. 

In the odd system, s takes the values 1, 3, 5, .. "N - 2, 
N (=2n'+ 1) in Eq. (5.6). If we write 5 as 5 =25' + 1 
(s': nonnegative integer), we obtain 

and 

ZS _ z_s =(z _ Z_1)(z2'" + z2(S'-1) + z2("'-2) + ... +z-2s') 

=(z - z-l)l/i~(\'), (5.9b) 

where both cp~(:v) and l/i~(\') are the polynomials in y. 

A linear combination of the polynomials in y is also 
the polynomial in )'. Then from Eqs. (5.6), (5. B), and 
(5,9) we immediately obtain the relations (5.2a)-
(5.2d). (Q.E.D.) 

Lemma 4: Let us take :v = Z2 + z-2. 

(a) If Izl =1, theny is real and Iyl ~2, 

(b) If y is real and Iy I ~ 2, then we have Iz 1 = 1 in the 
complex z plane. 

Proof: (a) If 1 z I = 1, we may write 

(5.10) 
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B being real. Then we have 

y=2cosB, 

and we find that y is real and I y I ~ 2. 

(b) Let us express Z2 in the form 

z2 =rexp(iB), 

(5.11) 

(5.12) 

where r is real and nonnegative, and B is real. Then 
we have 

y =rexp(iB) + r- l exp(- iB) 

= (r + r-l ) cosB + i(r _ r-l ) sinB. 

If :\1 is real, we obtain 

(r- r-1
) sinB =0, 

(5.13) 

(5.14) 

which implies that r= 1 or B =n7r (n: integer). If r* 1, 
we have B=n7r, and soy=±(r+r-1

) and Iyl >2. Hence, 
if y is real and also Iy I ~ 2, then Y= 1, that is, Iz I 
= 1. (Q. E. D. ) 

Lemma 5: The square of the spin function can be fac
torized only by the variable y (=z2 + z-2). 

In the even system (N=2N'), 

N' 
f~n(z, /3; iI, ... , iZn) =A2 n (V - aY (5. 15a) 

s=l 

and 

N' .. t 
An.1(Z, (3; iI, ... , i2n•1) =A2(y2 - 4) n (v - i3s)2. (5. 15b) 

s=1 

In the odd system (N = 2N' + 1), 

N' 
An(z, (3; ib ... , iZn) =A2(y + 2) n (y - aY (5.15c) 

s=1 

and 

N' 
Izn.l(Z, f3; i1, ... , i 2n<1) =A2(y - 2) n (y - f3i. (5. 15d) 

s=1 

In Eqs. (5. 15a)-(5. 15d), both as and (3s are real, I asl 

~ 2 and l{3si ~ 2 for every 5. 

Proof: The factorization expression follows easily 
from Lemmas 3 and 4, and Theorem L Here we have 
only to show the fact that the constant factor (A2) is 
common in the consecutive spin functions. 

As easily seen from Eq, (5.6), the highest term of 
the polynomial in y only comes from the term of ZN 

+ (- l)nz ....... Then the coefficient of the highest order of 
the polynomial is common for z or y, and we have 

(5.16) 

By the definition, p),n) contains only the states in Which 
every spin variable takes the same value, that is, OJ 

= + 1 (or - 1) for every i, and we obtain 

PJn)(/3;ib •.• ,in)=exp((3~. Jij) for any n. (5.17) 
\ (. ,J) 

Therefore, we obtain the expressions (5. 15a)-(5. 15d). 

(Q.E.D.) 

Now we have been ready. Let us enter the main state
ment, in which a certain "universal" property of the 
ferromagnetic lattice spin system is found. 
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Theorem 5: Let us consider the consecutive two spin 
functions, fn(z, 13; iI, ••• , in) andfn+1(Z, 13; iI' •.• , imj), in 
a completely connected system (0"" n "" N - 1). The fuga
city zeroS of both functions separate each other on the 
unit circle of the complex plane, that is, each adjacent 
pair of zeros of fn+1 in z2 is separated by one and only 
one zero of fm except for the infinite temperature. 
None of the fugacity zeros of the spin function, fn (0"" n 
"" N), degenerate for finite temperature, 

Proof: First we consider the even system (N = 2N'). 
As defined in Theorem 4, let us consider the following 
function, 

r 2n (z, 13; 6; iI, ... , i2n , j) 

=f~n(z, 13; iI, ..• , i 2n ) + 6f~n+1{Z, 13; ilo ... , i 2n ,j), (5.18) 

where 6 is real. Using Lemma 5, Eq. (5. 18) can be 
written as 

r 2n(z, (3; 6; iI, •.. , i2n , j) 

=A2{ H (y - a s)2 + 6{y2 _ 4) ~~:1 (y - 13s)2}, (5.19) 

where as and 13 s are real, 1 asl "" 2 and IJ3 sl "" 2 for every 
s. Let the subscript be defined as al'" a2 ?o a3? ••• '" aN' 
and 2 '" (31 '" (32 '" (33'" ••• '" 13N , -1'" - 2. {Let us denote 2 
and - 2 as (30 and (3N" ) 

Now we introduce the following rational polynomial: 

(5.20) 

We know from Theorem 2 that the sets of zeros, {at. 
a2, •.• , aN'} and {2, (31, 132, ... , (3N' _I' - 2}, have no com
mon element. Then the algebraic equation 

(5.21) 

is identical with the equation 

(5.22) 

The number of roots of Eq. (5.21) is 2N with re
spect to z2, and that of Eq. (5.22) is N with respect to 

Suppose that there exist two or more than two a's 
between some interval of (3' s, for example, (31 and 131+1 
(O""t""N'), given by 

(3t '., as .'- a S2 , .•• '. as >13t+l (m '" 2). 
1 m 

(5.23) 

In this case the rational polynomial, 2, has the follow
ing part, as seen in Fig. 1, so that its value is positive 
in the region (3t' > Y > 13t'+l1 and the minimum value is 
60 (> 0) there. Then if we take 6 as 60 > 6? 0, Eq. (5.22) 
must have the nonreal roots. That is, Eq. (5. 21) must 
have the roots of 1 z 1 '" 1 from Lemma 4. This is con
trary to Theorem 4 for 6 "" O. The discussion is sim
ilarly performed for changing a and 13. Therefore, we 
find that the set of a's, {alo a2,"" aN'}' must sep
arate the set of (3's, {(30, 13 1, (32' ... , (3N'}' except for the 
degeneracy of each zero. 

Next suppose that there exist some degenerate a's, 
as = as' (S if. S '). In this case, the number of real roots 
of Eq. (5.22) becomes less than N, and so the complex 
roots in J must appear. This again contradicts with 
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I 

I o. 
'0) jl 

FIG. 1. The curve of the rational polynomial, u = Z (y), which 
has the nonnegative part [ :=: (y) ::=: 00> oj for f3 t , < y < f3 t '+I' 

Theorem 4. Therefore, every zero of the a's and J3's 
must be Simple, that is, nondegenerate. 

Theorem 2 holds for (3",0. Then the conclusion ob
tained here holds except for the infinite temperature. 

The case of the odd system is almost Similarly dis
cussed, and the same conclusion is obtained. (Q. E. D.) 

Now let us investigate the distribution of zeros of the 
spin functions in the limit cases. 

First we consider the case of the infinite tempera
ture, i. e., (3 = O. In this case the generalized partition 
function becomes as follows, 

N 

FN(Zlo" .,zN,O)=trexp(O) n Z~i 
i=1 

N 

= n (Zi +Zi1). (5.24) 
i=l 

Then it follows from Lemma 1 that the spin function of 
the nth order is written as 

fn{z, 0; iI' ••• , in) 

N-n n 
=(_i)n n (z+z-l) n(iz+(iz)-l) 

/1'=1 It =1 

(5.25) 

This shows that the fugacity zeros of the spin function 
of the nth order degenerate at Z2 = - 1 [(N - n)-fold] and 
at Z2 = 1 (n-fold) at the infinite temperature. 

Next we consider the case of the zero temperature, 
i. e., 13 = 00. In this case the spin function of the nth 
order is written in the limit 

A -lfn(z, 00; iI' ... , in) 

= lim tr( n (Jilt) expL 13H 0- 13 ,0 J/j) ~ Z"i. 
g_oo 1t=1 \ (ij) ') i=l 

(5.26) 

For any finite system lim and tr can be interchanged. 
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It is easy to see that 

lim exp(- r3f! 0 - f3 ~ ,Til} 
6-~ (ij) 

= lim exp {- f3,0 Jij(1- aiO)} 
B - ~ (ii) 

,={1 foral:=aZ=··.=a,,=+1 

o otherwise. 

Then we obtain 

(or - 1), 

A-1In(z, 00; i l , ..• , in) =z.v + (_ l)n z -N. 

(5.27) 

(5.28) 

Therefore, the distribution of zeros can be obtained as 

A-l t2n (2,X; iI, ... , i~n) 
N 

= n {Z - Z-l exp[i1T(2s - 1)/NIl-
s=1 

and 

A-1fzn+ 1(z, 00; iI, ••• , i 2n+1) 

N 

= n {z _ z_l exp[i1T(2s)/N]}. 
5=1 

(5.29a) 

(5.29b) 

We find that the distribution of the fugacity zeroS of the 
spin function in the zero temperature is determined 
only by the even-oddness of the order n. 

After the above investigations, we obtain the follow
ing corollary. 

Corollan 1; The fugacity zeros of the spin func-
tion of the 11th order (0,<; II ~ N) distribute as follows; 
The zeros distribute at the zero temperature uniformly 
as z~,- exp[i1T(2, - 1)/N] (for even II) or z~= exp[i1T(2s)/ 
HI (for odd 11) (s = 1, 2, ... ,N), move on the unit circle, 
isolated from each other, as temperature increases, 
and finally degenerate at z2 = - 1 [(N - n)-fold) and 
Z2 == 1 (Il-fold) at the infinite temperature. 

The feature of the above corollary is shown in Fig. 2. 
This property is universal for Ising ferromagnets of 
spin 1, independent of the size, the dimension, the 
strength, and the range of the spin-spin interactions, 
and the boundary condition of the system. 

6. SEVERAL INEQUALITIES 

New inequalities for the correlation functions and the 
free energy can be proved from the above theorems. 

l/ll'quali/v 1: When z" 1, 

j~,(;.,i3;ih'" ,in) 

• _1 

> Z - ~j~±l(Z, i3; iI, .. 0, in±l) (11 ": lL 
Z +z 

(6.1) 

Proof: It follows from Lemma 5 and Theorem 5 that 
the spin function can be expressed for the even system 
as .'I' 

fzn(z, {3; iI, ••• , (n) =A n (v - G's) (v = Z2 + Z-2) (6.2a) 
8=1 

and 
N ' .. 1 

fZn±1(Z,{3;il> •. "i2n±1)=A(Z2- Z-2)n (Y-{3s), (6.2b) 
s=l 

where 

2:> (lIl ' {31 > G'2 "{32 ' •••• > {3N' _1:> (liN' :> - 2. (6.2c) 
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-2 

t.n.nJ" (l J 
t , 

o 

FIG. 2. The trajectories of the fugacity zeros of the spin func
tion of the nth order, In (y, p;ilt ••• ,in), in the y plane (y = Z2 

+ z-2), for the whole region of the temperature. that is, for 
0'" tanhf3J '" 1, where J is an adequate positive constant of fini.te 
value.' -

From Eq. (6.2b), we have the relations 

z _ z-l 
Z + z-1/2"±1(Z, {3; iI, ... , i2n±lJ 

.'1'-1 
=A(y - 2) Il (v - (3s) 

s=l 

and 

z + z-1 . . 
~/2n>l(Z, (3; 11> • " ., l2n±1) z-z 

N' -1 

=A(V+2) n (y-{3s)' 
s=l 

Using Eq. (6.2c), we obtain the inequality 
N'_l N'-l 

(y - 2) n 0' - (3s) < Il (y - (3s) 
.=1 s=l 

.v' .. 1 

< (v + 2) n b' - {3s) for .:v? 2. 
Sol 

(6.3a) 

(6.3b) 

(6.4) 

If z is real, we find y ? 2. Since the constant A is posi
tive, we obtain the following relation: 

Z_Z-l Z+Z-l 
z + z-1/2n±1 </2n < z _ z-1/2n±1 for real z. (6.5) 

Thus for z? 1, the expression (6.1) can be obtained for 
any 11. (It also holds for the odd system,) (Q.EcD.) 

In addition, we can easily prove the following 
inequality, 

In(z, (3; iI, ... , in)? 0 for z? 1 (11;' 0). 

Inequality 2: If the external field It is nonnegative 

(6.6) 

(h? 0), then the correlation function satisfies the follow
ing inequality, 
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(6.7) 

Proof: The correlation function of the nth order is 
defined as 

(ailai2'" ai) 

=trC~l aik) exp(- (311 N)/ tr exp(- (3HN) 

=fn(z, (3; it. ... , in)/fo(z, (3). 

As easily seen, we have the relation 

f"(z, (3; it. .. " in) fn f •• l h fl 
fo(z, (3) =- fn.l f •• 2 •• ·Tt To . 

From the relations (6.1) and (6.6), we find 

for z? 1 (rt'? 0). 

From the relations (6.8)-(6.10), we obtain the 
inequality 

for Z? 1 (n? 1). 

(6.8) 

(6.9) 

(6.10) 

(6.11) 

Thus the expression (6.7) follows from z = exp(mh/kT). 

(Q.E.D.) 

II/equality 3: Let the free energy per spin be defined 
as 

kT 
] (17, Tk - N logZN(17, T) 

where ZN(h, T) =/o(z, (3). (6.12) 

If the external field 11 is nonnegative (11? 0), then the 
free energy satisfies the following inequality, 

- m11~] (h, T) -] (0, T)..; - kT log {COSh(~)}. 
(6.13) 

Proof: First we write the free energy as a function 
of z and {3 as 

] (z, (3) =] (17, T). (6.14) 

As easily seen, 

il](z,{3) __ ~.t11(Z,{3;i) 
a logz N{3 i=l 10(z, (3) 

(6.15) 

From Inequality 2, we obtain 

_1~{3ilJ(z,{3)..;_Z_Z·l forz?l 
a logz z + z'! 

(6. 16a) 

or 

.1 {3 G J (z, (3) .1 Z - Z·l 
- Z ..; ..; - z ~ for z? 1, 

GZ z +z' (6. 16b) 

where we used the trivial inequality, (at) '" 1. 

The integration of expression (6. 16b) with respect to 
z between z ? Z'? 1, gives the relation 

A A 

- logz ~ f3{J (z, (3) - J (1, (3)} 

Z +Z·l 
~ -10g-2-- for Z? L (6. 17) 
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Using z = exp(mh/kT) and {3 = l/kT, we obtain inequality 
(6.13l. (Q.E.D.) 

7. DISCUSSION 

In this paper we obtained some rigorous results on 
the Ising ferromagnets of spin ±. We found that the func
tions which satisfy the Lee-Yang theorem make some 
sort of a family. That is, not only the partition function 
but all other spin functions satisfy the one-circle theo
rem of Lee and Yang. The fugacity zeros of the spin 
functions are not known to have a clear physical mean
ing now, however the whole image obtained here about 
the correlation functions in the presence of an external 
field gives some indication for investigating the cooper
ative phenomena. 

The fugacity zeros of the spin functions show some 
topological invariant feature independent of the strengths 
of the coupling constants between spins (see Fig. 2). 
This fact seems to relate to the existence of the scale
invariant properties of the free energy and the correla
tion functions in the cooperative systems. Moreover 
this property may assure a certain kind of a dimen
sional- invariant property for cooI?erative phenomena, 
too. 

Inequality 2 for the correlation function contains 
Griffiths' first inequality, 

(at at '" a,' ) ? 0 for h"> 0, (7. 1) 
1 2 n 

and our result elaborates it. 

Inequality 3 gives some information about the free 
energy under the uniform external field. The deviation 
of the free energy in the presence of the external field 
from that in the absence of the field is limited by the 
normal analytic function of the external field. This is 
another expression of Lee-Yang's conclusion that the 
phase transition may occur only in the absence of the 
external field, and our result is a little more 
quantitative. 

The results obtained in this article can be extended 
to the cases of the Ising ferromagnets of arbitrary spin 
and the anisotropic Heisenberg ferromagnets. Those 
will be reported in the next papers. 
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In the present paper we analyze the representations in quantum mechanics of classical canonical 
transformations that are nonbijective. i.e .• not one-to-one onto. We take as the central example the 
canonical transformation that changes the Hamiltonian of a one-dimensional oscillator of frequency K - 1 

into one of frequency k-' where K. k are relatively prime integers. For the particular case k = I. the 
mapping of the original phase space (x.p) onto the new one (x .j) is K to I and the equivalent points in 
(x.p) are related by a cyclic group C. of linear canonical transformations. When formulating this 
problem in Bargmann Hilbert space, the canonical transformation can be related to the conformal 
transformation w = z', which again is K to I and where a group (. also appears. This cyclic group 
proves fundamental for the determination of representations of the conformal transformation in Bargmann 
Hilbert space. To begin with, it suggests that while we can take in the original Bargmann Hilbert space a 
single component function, in the new Bargmann Hilbert space we must take a K component one. In this 
way we can map in a one-to-one fashion the states and operators in the old and new Bargmann Hilbert 
spaces. When translating these results to ordinary Hilbert space, we get in an unambiguous way the 
quantization of the observables appearing in the equations that determine the representation of the 
classical canonical transformation relating oscillators of frequencies K-

1 and k -1. Furthermore. we also 
get the solutions of these equations, and the resulting representation is unitary. While our discussion is 
restricted to the problem mentioned above, in the concluding section we indicate our surmise for deriving 
systematically the unitary representation in quantum mechanics of arbitrary canonical transformations. 

1. INTRODUCTION mentioned, or it is clear from the context, when we 
deal with one and when with the other. We shall use 
Dirac's notation2 x', XU for eigenvalues of the operator 
x and similarly for other observables and denote by 
the kets I x' >, I XU > the eigenstates of the original 
coordinate x. In order to connect our results more 
readily with the standard language of representation 
theory,4 we define Vas we did in a previous paper of 
ours,5 i. e., we denote by V what Dirac calls V- 1

• 

The subject of unitary representations of classical 
canonical transformations has had a long history,,2 yet 
even today it is not fully understood. 3 Most phYSiCists 
are likely to dismiss the whole subject by stating that 
if we have a set of new canonically conjugate variables 

X=X(x,P), p=p(x,p), (1. la) 

(10 1b) 

we can find in quantum mechanics an operator V such 
that it transforms the original operators x, p into the 
new x,p, i. e., 2 

(L Ic) 

If we choose then a basis in which, for example, the 
original coordinate is diagonal, i. e. , 

x\x')=x'lx'), (L 2) 

then 

(XU I vi x') (10 3) 

will be the representation of the canonical transforma
tion (1. 1a) in this basis. 

Before proceeding further a word about notation is 
in order. We shall make no distinction between classical 
variables such as x, P and their corresponding opera
tors in quantum mechanics as it is either explicitly 

a)Member of the Instituto Nacional de Energla Nuclear and 
EI Colegio Nacional. 

Turning now our attention to (XU I V I x') we could ask 
how to determine it explicitly once (10 1a) is given. A 
case fully discussed from the earliest literature

,
,2 

concerns the canonical transformation 

x=p, p=-x, 
for which 

(x" I VI x') = (27T)-' exp( - ix' x"), 

(1. 4a) 

(1. 4b) 

when one takes units in which Ii = 1. For more complex 
situations the inquirer is usually referred to Dirac's 
book. 2 

Within certain limits, which Dirac states very 
carefully, this reference, though cryptic, indicates 
the procedure to be followed. More recently, Ple
banski,6 Mello and Moshinsky3 and others have indicated 
how this procedure could be systematically implemented. 
We shall briefly review, in the present notation, the 
analysis of Ref. 3 as it shall provide the ground work 
for the ideas to be developed in this paper. 

First it proves convenient to define the canonical 
transformations not explicitly but through the implicit 
equations3 
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H(x,P) =H(x,P), 

G(x, p) = G(x, p) 

where 

(1, 5a) 

(1. 5b) 

(1. 6) 

The latter equation guarantees that when x, p are ob
tained explicitly in terms of x, p from (1. 5), the 
Poisson bracket relation (1. la) is satisfied. 3 

As the relations of the type (10 lc) hold for any func
tion F(x, p) (at least so long as it can be expressed as 
a power series in x, p) we have 

U-1F(x, p)U =F(x, p) 

or 

F(x, p)U = UF(x, pl. 

Then making USe of (1. 5) we obtain 

H(x,p)U = UBex, p) = UH(x, p), 

G(x, p)U = UG(x,]J) = UG(x, pl. 

(1. 7) 

(1. 8a) 

(1. 8b) 

Taking the operator relations (1. 8) between the bra 
< x" I and the ket I x' > we obtain straightforwardly3 

H (XI', ~ a!") (x" lui x') 

=(Ht(X', ~a~~,)J* (x" IUlx'), 

-G(" 1 2\ x , i ex") (x" lulx' > 

[Gt(-, 1 a )]*1 "lui') = x , i ax' \ x x, 

(1. 9a) 

(L9b) 

where Ht, Gt stand for the Hermitian conjugates of the 
operators H, G; * indicates complex conjugation, and 
we recall that in the representation where the original 
coordinate is diagonal x can be replaced by the c-num
ber x', and p by - i(a/ax'). Thus we have a set of two 
partial differential equations in x', X'I to determine 
(x" I U I x') which we further restrict by the unitary con
dition 

I (x"l ulxlll) dX 'I
' (x lll I utl x') 

= I < XII I U I XIII > [ (Xl I U I x'" > J* dX II
' 

=6(x" -x'). (1. 10) 

Among the mOre interesting problems involved in 
canonical transformations are those in which H(x, p) 
and H(x,]5) are two Hermitian Hamiltonians. The canon
ical transformation defined implicitly by (1. 5) is then 
the one that takes us from the Hamiltonian H to ii. 
To solve Eqs. (1. 9) we can then consider the eigen
functions of H and ii, 

(1. lla) 

(1. lIb) 

As these eigenfunctions form a complete set we can 
then write 
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< x" I U I x' ) = L:. anv (j)n(x") CP~ (x'), (1. 12) 
v,n 

where the summation is replaced by an integration if 
the eigenvalues E v' En in (1. 11) have a continuous 
spectrum. The equations (1. 9) and (1. 10) can then be 
used to determine anv up to a constant phase factor. 3 

So far the program has been implemented for specific 
examples when Hand H have the same spectrum, i. e. , 
Ev = En when V= 110 This is also a restriction that Dirac 
uses in relation with his original variables x, p and 
new ones x, fi though he imposes the further condition 
that all of them have a continuous spectrum going from 
- 00 to + 00. Under the above restriction Eqo (1.9a), 
which leads to the relation 

a")Ev - En) = 0, 

has the solution 

where in turn bn is fully determined by (1, 9b) and 
(1. 10).3 

(1. 13) 

(1.14) 

What happens though when the spectra of Hand Hare 
not the same? It seems then that there are many subtle 
points when we try to find the unitary representation of 
the classical canonical transformation defined implicitly 
by the relations (L5). In this paper we shall not attempt 
to solve this problem in general, but rather to clarify 
its structure through the study of a single problem: 
The canonical transformation that maps a harmonic 
oscillator whose frequency has an arbitrary rational 
value onto a harmonic oscillator of unit frequency or, 
equivalently, a canonical transformation that maps onto 
each other oscillators of frequencies K~l, k-1 where 
K, k are relatively prime integerso 

In the next section we shall discuss this problem 
classically and point out that even there difficulties 
arise, as the above canonical transformation does not 
imply a one to one mapping of the two phase spaces, 
i. e., it is not bijective. This difficulty is compounded 
in quantum mechanics as the translation from Eq. (1. 5) 
to the corresponding operator relations (L8) or (1. 9) 
is ambiguouso 

To be able to overcome these ambiguities we take, in 
Sec. 3,4,5, a long detour thorugh the conformal map
ping w = ZK and its implications in Hilbert spaces of 
analytic functions. 7 With the help of this analysis we 
can return in Sec. 6 to the appropriate formulation 
and solution of Eq. (1. 9) when we have the canonical 
transformation that maps an oscillator frequency K-

1 

onto one of unit frequency or, more generally, when we 
pass from the frequency K-1 to k-1

• In the final section 
we then discuss the implications that this specific 
problem has for the determination of unitary represen
tations in quantum mechanics of arbitrary classical 
canonical transformations. 

2. THE CLASSICAL CANONICAL TRANSFORMATION 
RELATING AN OSCILLATOR OF RATIONAL 
FREQUENCY WITH ONE OF UNIT FREQUENCY. 
SUMMARY OF THE FOLLOWING ANALYSIS 

Let us consider the Hamiltonians of two oscillators, 
one of them in the original variables x, p and the other 
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in the new ones x, p. The first one will have a rational 
frequency which we denote by 

(k/K), (2. 1) 

where k, K are relatively prime integers, and the sec
ond one has frequency 1. We take units in which Ii and 
the mass of the oscillator are 1 and thus the Hamiltonian 
of the first oscillator takes the form 

~[P2 + (k/K)2X2]. 

By the simple dilatation 

x- (K/k)x, p- (k/K)P, 

the above Hamiltonian becomes 

(k/K)t(p2+ X 2), 

(2.2) 

(2.3) 

(2.4) 

while the one of unit frequency in terms of x, P has 
the form 

(2.5) 

The functions H(x, P), Hex,15) discussed in the Intro
duction can then be defined for this problem as 

H(x, p) = i K-1(p2 + X2), 

Obviously the canonical transformation that takes 
H into Ii will be the one, up to the dilatation (2.3), 

(2.6) 

that takes the Hamiltonian of an oscillator of frequency 
k/K into one of unit frequency. To find this canonical 
transformation explicitly we introduce the classical 
annihilation and creation variables as 

17=.,fz-(X-iP), ~=17*= J2(X+iP), 

- 1 (- '1;) 17 =- X -Zy , 
,[2 

- - 1 
~=11*=-\X+i15). 

,[2 
(2.7) 

We then define the functions G(x,P), G(x,p) discussed 
in the Introduction as 

G(x, p) =K~1/2(110(1-<)/211" 

G(x, p) =k-1/2(ij[)(l-k)/2ij\ 

while from (2.7) and (2.6) we have 

(2.8b) 

We now proceed to show that Eq. (1.5), Le., in this 
case 

K-l1}~ = k-l 1JZ, (2.9a) 

11< W 
K1/2(110«~1)72 = kJ!2(11t)I.H)/2 , (2.9b) 

define implicitly a canonical transformation. For this 
we note that from (2.7)-(2.9), 

_(OR aG OR aG) . 
{H,G}",p=z an~-~aii =-zG. (2.10) 

As a sirn.i.lar relation holds for {ii, C}X,9 we see from 
G(x,p)=G(x,p) that (1. 6) is satisfied and this is a 
necessary and sufficient condition3 for (2.9) to define 
a canonical transformation. 

We note immediately that the translation of the clas
sical relations (2.9) to the operator form (1. 8) or 
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(1. 9) is not well defined. To begin with, as in quantum 
mechanics, ~, 11 of (2.7) have the commutation rule 
[~, 11 ] = 1, the expression 

(1 +O"m~ -0"~11, 0" real number, (2.11) 

which classically is equivalent to 1/~, in quantum me
chanics becomes 11~ - 0". Thus the equation of type 
(1. 9a) resulting from (2.9a) seems to have an arbitrary 
constant in it. The situation is considerably more 
complex when we wish to determine the equation of 
the type (1. 9b) resulting from (2.9b), as the 1/~ in the 
denominator and 11" in the numerator do not commute, 
and thus there is a considerable degree of arbitrariness 
when we try to write down this equation. Therefore, 
even in the simple problem we are discussing in this 
paper the explicit determination of the Eq. (1. 9) seems 
to present complications and thus merits a very careful 
analysis. 

As a first step in this analysis we shall discuss the 
characteristics of the classical canonical transforma
tion when k = 1. We then have 

if =K-lj2(110o.<)/211", 

~ =if* = K-1I2 (110 (1.<)/211< , 

(2. 12a) 

(2. 12b) 

We can think of 11, 7j, defined by (2.7) in terms of the 
real x, p and x, p, as complex variables. We note im
mediately from (2.12) that when 11 traces a circular 
arc, in its complex plane, of angle (211/K), "fj traces 
a full circle and thus the mapping relating Ti with 1/, 
11*, is not one to one. Therefore, while (2. 12) locally 
defines a canonical transformation this is no longer 
true over the whole phase space. In fact we immediate
ly see from (2.12) that 7j remains invariant when we 
replace 1) by [11 exp(i21Tq/IC»), q=O, 1, ,." K -1 and 
thus ~ =1]* by [i; exp(-i21Tq/k)]. Thus there is an am
biguity as to which points x, p in the original phase 
space are mapped on a given point x, f5 in the new phase 
space. The points in x,P are related by the cyclic group 
C. of linear canonical transformations 

x -XCOS(21Tq/lC) + p sin(21Tq/IC), 

p - - x sin(211"q/K) + p cos (21Tq/ IC). (2.13) 

The group C k will playa fundamental role in the 
following developments as it will provide a natural and 
well-defined transition from the relations (2.9) that 
give the canonical transformation, to the Eq. (10 9) that 
determine its unitary representation. To display this 
role in a clearer fashion we shall discuss in the fol
lowing section the problem of the conformal trans
formation 8 w = z· and its unitary representation, This 
representation will be given in Hilbert spaces of 
analytic functions with measures differing from the 
Bargmann measure. 7 In section 4 we then construct 
the corresponding mapping for two spaces both of which 
have the original Bargmann measure, 7 We next see in 
section 5 how the operators in these spaces are related, 
thus paving the way for writing down in section 6, in a 
well defined manner, the operator form of the equa
tions (2.9), We then immediately find out the unitary 
representation in quantum mechanics of the classical 
canonical transformation that maps an oscillator of 
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frequency K~l onto an oscillator of unit frequency and 
later extend the analysis to the case when the two os
cillators have frequencies K-1 , k-1• Finally in the con
cluding section we discuss the implications of the pre
sent analysis for the unitary representation of arbitrary 
canonical transformations. 

3. THE CONFORMAL MAPPING w = z" 

Let us consider two complex variables z, w related 
by 

w == z', K integer, 

and inquire about the mapping of analytic functions 
~ 

f(z) ==6 av zv, 
V'O 

expressed by the " above series (which we assume ab
solutely convergent) in the variable z onto analytic 
functions in the variable w. 

We first note that if we replace 

z - zei<i>., C{J.== (2'1Tq/K), (3.3) 

we still get the same value for w. Thus there exists a 
cyclic group of transformations C. which gives the K 

points in the z plane that are mapped onto a single point 
in the w plane. As C. is Abelian, its irreducible re
presentations are one-dimensional and in fact can be 
given by5 

(3.4) 

We can then decomposef(z) in terms of components 
P(z), X =0, 1,0' ., K - 1 that are irreducible under the 
group C., where the latter are given by5 

.-1 
= K-1 L: exp(iXC{J .)f(ze-1<i>q), 

.,0 

with the P). [defined by (3.5)1 being the projection oper
ator. 

Returning to the expression (3.2) for f(z) we note 
that we can write 

v=:;XmodK or v=!J.K+X, !J.=0,1,2, ... , 

and from (3.5) we obtain 

f'(z) =t a" •• , z",·). "" z 'F'(z '). 
,,:0 

Thus we finally have 
<-1 

f{Z) = Y'. Z'FA(W), 
'r-o 

where the FA(W) are analytic functions of w. 

(3.6) 

(3.7) 

(3.8) 

Now we come to the crucial point in our discussion. 
What is the function corresponding to f(z) in the w 
plane? At first sight one could say 

(3.9) 

We note though that W(A/k) is only defined if instead of 
the w complex plane we speak of a Riemann surface 
with K sheets joined in the usual fashion. 8 We can 
enumerate the sheets by an index 0 =0,1'000' K-1 

and thus the f(w-1
) of (3.9) corresponds to the value of 
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the function on the sheet 0=0, while on the a th sheet 
we have 

<-1 
f(w"-l) =f.6 W(A/K) exp(i21J"Xo/ K)FA(W). (3.10) 

We can then speak, as is usually done in the litera
ture,8 of f(z) as mapped on the K sheets of a Riemann 
sUrface in the W plane. From the standpoint of later 
developments in this paper, it is more appropriate to 
think of f(z) as being mapped onto the K component vec
tor 

(3.11) 

F K
- 1(W) 

defined on a single sheet complex w plane. We note that 
the components of F{w) are all analytic functions of w. 
Furthermore if f(z) is given we have 

FA(w)=[z-AP.!(z)]z=",,-1=0al'k+Aw", (3.12) 
" where f\ is the projection operator (3.5), Inversely if 

F(w) is given, /(z) is determined by (3.8). Thus we 
have a one to one mapping between liz) and F (w). 

Once the mapping between liz) and F(w) has been 
established we can analyze the way that operators 
acting on /(z) translate into those acting on F(w) and 
vice versa. 

Let us look first into the operator z that transforms 
I(z) into g(z) given by 

g(z) = zf{z). (3.13) 

From (3.12) the corresponding GA(W) is given by 

G~(w) = [z-;tp Ag(Z) 1.=",,-1 

\ WP-1(W), if ;\=0, 

=tFA-l(W), if X=I,2, ... , K-l. 
(3.14) 

We can express relation (3.14) as a matrix operator 
acting on the vector F(w) and thus to the operator z 
there corresponds the K x K matrix 

10 ...... a a 
z~ 

[

0 0 ...... OW] 

(3.15) 
• •••• .o.o.o •• 

° a ...... 10 

A similar analysis allows us to obtain the mappings 
of different operators from z space to w space and 
vice versa. Among the latter it is trivial to show that 
wI, where I is the unit KXK matrix, maps onto z". We 
shall not carry these mappings of operators in detail 
here, as in Sec. 5 we obtain the mappings required, 
when we carry a transformation more directly related 
to (2.9) than the w = z· of this section. 
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In the next section we shall discuss a unitary repre
sentation of the transformation w = z· on Hilbert spaces 
of analytic functions. 

4. THE UNITARY REPRESENTATIONS OF THE 
MAPPING w = ZK 

It is well known since the pioneering work of 
Bargmann? that wavefunctions I/J(x') [or <p(x')] in an 
ordinary Hilbert space can be mapped onto analytic 
functions fez) [or g(z)] in such a way that scalar pro
ducts are preserved, i. e. , 

r: <p*(x')I/J(x' )dx' = J [g(z)]*f(z)dr(z), 

where dr(z) is the Bargmann measure 

dr(z) =1T-1 exp(-zz*)dudv, z =u + iv, 

(4.1a) 

(4.1b) 

and the integration takes place over the full complex 
plane, i. e., - 00 .; u, v.; 00. Bargmann? then also showed 
that the following correlation existed between the opera
tors in ordinary and Bargmann Hilbert space, 

d 
1/ ~z ~ «-:> - (4.2) , dz ' 

where 1/, ~, given classically by (2.7), take the fol
lowing operator form in ordinary Hilbert space, 

1(, 0) t 1(: 0) 
1/ = T2 x - ox' , " = /2 x + ox' • (4.3) 

We proceed now to consider another complex plane 
w related to the previous one by w = z· and define in it 
a scalar productS involving the vectors G(w) and F(w) 
that corresponds to the one between g(z) and fez) in the 
right-hand side of (4.1a). For this purpose we recall 
that from (3.8) we have 

K-l 
fez) =.0 z~F~(z·), (4.4) 

and thus 

(g,!) 

'" J [g(z)]*f(z)dr(z) 

"-1 = I' j[ GA' (ZK)]* FA(ZK)Z*A' zAdr(zL (4,5) 
')., ,':\'=0 

But as FA(Z") is an analytic function of z· and further
more? 

(4,6) 

we conclude that integral (4. 5) vanishes unless X' = X 
and thus 

(4.7) 

where from the relation w = zK the measure da~(w) in 
w space becomes5 

doA(w) == (1TK tl (w* w)[ ().+1) /0-11 

Xexp[-(w*wrl]dudii, w==u+iv, (4.8) 

Introducing the vector F(w) of (3.11) whose compon
ents are F~(w), X == 0,1, ' .. , K - 1 and defining a dia
gonal matrix measure 
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do'(w) = 

° ° 

° 
° 

with d~(w) given by (4.8) we can finally write 

(g,!)= j[G(w)]tdO'(w)F(w) = (G, F). 

(4.9) 

(4.10) 

We now wish to find a K-dimensional column vector 
A(w, z*) of components 

[

AO(W' z*) 

A(w, z*) = Al(W, :z*) 

A K
-

1(w, z*) 

such that 

F(w) = J A(w, z*)dr(z)f(z), 

fez) = J [A(w, z*)]tdO'(w)F(w). 

(4. 11) 

(4. 12) 

(4.13) 

The A(w, z*) will give us a unitary representation of 
the conformal mapping w =z*. 

To determine A(w, z*) we shall only need to take into 
account the cyclic group C, in the z plane which gives 
the points (3.3) that are mapped on a single point in the 
w plane. 

We consider the unit element in Bargmann Hilbert 
space,7 i. e. , 

exp(z'z*), 

which takes a functionf(z) into fez'), L e., 

f(z') = J exp(z' z*)f(z)dT(z). 

(4.14) 

(4. 15) 

We then proceed to extract from this unit element the 
desired A"(w, z*) in a way similar to the one in which 
we extracted FA(W) fromf(z) in (3. 12). We decompose 
exp(z' z*) into its irreducible parts X = 0, I, ... , K - 1 
associated with the CK group, by applying p~ of the type 
(3.5) to the z' variable and thus define 

AA(W, z*) 

= [ZHP~ exp(z' z*) ] .. =",,-1 

From (4.6), (4,12), and (~. 16), we immediately see 
that if we write 

)t-l ac> 

f(z) - )' .0 a Z"K+). -f;'6 ",=0 '-'K+A , (4, 17) 

it gives for FA(W) the expression 
~ 

FA(W) =.0 a"K+"w", (4.18) 
"=0 

as required in (3. 12). 

Inversely we would like to have 
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<-1 

f(z) = I 6{ [A X(w,z*)]*daX(w)FA(U')}. 
x=() 

(4.19) 

Substituting the AA(U', z*) of (4.16) and the FA(le) of 
(4.18) we get back (4.17) when we make use of the fact 
that5 

I w*'" daA(w)w" = (11K + :>e) 1 01>',,,' (4.20) 

Thus we have determined the vector A(w, z*) that re
lates f(z) and F(w), making use only of the fact that 
there exists a cyclic group C

K 
that gives the K points 

in the z space that are mapped on a single one in the 
w space. 

So far we have determined the unitary representation 
of the conformal transformation 11' = ZK when in the z 
space we have the Bargmann measure and in the IV 

space the measure is given by (4.9). In the next section 
we introduce a new complex variable Z instead of w, 
keeping states described by K-dimensional vectors 
F(Z), but where now we have a Bargmann measure for 
each component. The reason for doing this is twofold. 
On one hand, the classical canonical transformation 
defined by Eq. (2.12) is real while the conformal map
ping w = ZK was shown in Ref. 5 to lead to a complex 
extension of a canonical transformation. On the other 
hand, Wolf9 has shown that for linear canonical trans
formations, a complex extension leads to a change of 
measure while for a real canonical transformation the 
measure remains unchanged. We may hope therefore 
that by combining the unitary representation we obtained 
in this section, with the unitary mapping that takes us 
from a space of measure daX(w) to one with the Barg
mann measure rIT(Z), we learn something about the re
presentation of the real canonical transformation (2.12). 
In Sec. 6 we shall find that this hope is confirmed. 

5. A UNITARY MAPPING BETWEEN SPACES WITH 
BARGMANN MEASURES 

In this section we shall proceed to discuss the unitary 
mapping that relates a Hilbert space associated with 
the complex variable w, with the unusual measure 
dU(w) introduced in the previous section, with a Hilbert 
space associated with a complex variable z for which 
we assume a standard Bargmann measure. 7 One rea
son for this development is that only in the latter space 
the oscillator has the simple structure that raising or 
lowering operators corresponds to multiplication by ? 

or to the differentiations d/ dz. We shall construct this 
mapping for each component FX(/l'), :>e = 0,1, ... , K - 1 
of the vector F(w) and thus obtain a diagonal matrix 
valued kernel that takes F(w) into F(Z), where the latter 
is also a K-dimensional vector for which the measure 
is of the Bargmann type multiplied by a unit K x K ma
trix 1. We can then readily combine the mapping thus 
obtained with the one of the previous section and study 
the transformation of the operators z, d/ dz, and 
z(d/ dz) (the latter corresponding to the number opera
tor) onto the space associated with the complex variable 
Z, Conversely we shall also start with the operators 
zI, (d/dZ)l, and zd/dzI, and see their form in the 
original Hilbert space associated with the complex 
variable z, These developments will allow us to re
turn, in Sec. 6, to the ordinary Hilbert spaces associat-
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ed with the variables x' and x" . We will then see the 
form that equations (1. 9) must take when they are as
sociated with the classical canonical transformation 
(2.12). 

We note that the functions [(nK +;I,)! 1-1 / 2 n,n form an 
orthonormal basis 5 for square integrable analytic 
functions under the measure daX(w) defined in (4.8), 
while (n! t1/2p forms a similar basis in Bargmann 
Hilbert space. 7 Thus the kernel 

l. _ * ~ zn(w*)n 
B(z,W)=L[(. )' Q1/z, ;1,=0,1, ... ,1(-1, 

n=11 Jl K +:>e . n . 
(5.1) 

provides us with a unitary mapping between the two 
spaces. Let us now define the diagonal matrix kernel 

[

BO
( z, w*) ° 
o B 1 (z,w*) 

JB", 

o 0 

(5.2) 

which obviously provides us with a unitary mapping 
between the space of vector valued functions F(w) de
fined in the previous section and the space of vector 
valued functions F'(z) with a measure dT(z)I, where dT(Z) 
is given by (4. Ib) and I is the K x K unit matrix. We thus 
have the relations 

F(Z) = IJB(z, w*)dO"(u')F(1f1), (5.3a) 

F(w) = I [JB(z, u'*)jtdT(Z)F(z), (5.3b) 

between the K component functions in the two spaces. 

We now combine this transformation with the A(u:, z*) 

of (4.11), (4.16) that takes us from the space associated 
with the complex variable z to one associated with 11', 

i. e. , 

C(z, z*)= IJB(z, w*)du(w)A(w, z*), (5.4) 

and thus obtain for the components C~(?, z*), A c= 0,1, 
••• , K - 1, of the I(-dimensional column vector C(z, z*), 
the expression 

(5.5) 

This kernel provides us with a unitary mapping between 
a Bargmann Hilbert space of analytic functions I(z) 

and a Hilbert space of vector valued functions F(?) each 
of whose components is again defined in a Bargmann 
Hilbert space. 

Vie now turn our attention to the implications that the 
unitary mapping (5.4), (5.5) has for the transformation 
of operators from the z space to z space and vice versa. 
We start with the operator z which in the space ab
sociated with the complex variable z becomes the /( >: K 

matrix kernel 

ID(z, Zl*) '-" jC(z, z*)z[ C(z', Z*)]tdT(Z) 

__ II ~ Z"(Z' *)n' (~l' K -;- A' + 1)' !_~ 
- n~' =0 TnTIl' ! Jl12 

X 0nK+.\.n'<+A' +1 \1, (5.6) 
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where the elements of the matrix on the right-hand 
side of (5.6), characterized by A, A' =0,1, ... , K - 1, 
are derived with the help of (4.6) and (5.5). We then 
immediately see that this matrix can also be written 
as 
ID(z, 2'*) 

0 0 0 K' / 2Z 

( I ~ 1 /2 
KZ ;~ + 1 0 0 0 

0 0 

_ d ... 1/2 

(KZ dz + K -1) 0 

n'* e 

(5.7) 

and as exp(zz'*) is a reproducing kernel' in Bargmann 
Hilbert space, we arrive at the conclusion that to the 
operator z there corresponds, in the space associated 
with the complex variable Z, the matrix operator 

0 0 0 K' / 2Z 

1/2 

~Z d~ + 1) 0 0 0 
2:<':--:> 

0 0 (d r/2 

KZ--=+K-1 
dz 

0 

(5.8) 
We have just to replace z in (5.6) by d/dz to get in 

an entirely similar fashion 

0 ( - d y/2 
KZ dz + 1 0 

d 
-~ (d y/2 dz 

0 0 KZ dz + K-1 

,'/2~ 0 0 dz 
(5.9) 

which could also be obtained by remembering that in 
Bargmann Hilbert space 7 

t d 
z = dz' 

-t d z =
dz' 

(5.10) 

and thus when we take the Hermitian conjugate of (5.8) 
we have (5.9). Finally combining (5.8) and (5.9) we 
obtain that the image of the number operator zd/ dz is 
given by 

d 
KZ

dz 

d 
0 

zdz~ 

0 

0 

- d 1 
KZ dz + 

0 

o 

o 

_d 
KZ- +K-1 

dz 

. (5.11) 

We now turn our attention to the operators zI and 
(dl dz)I and look at the operators that correspond to 
them in the Hilbert space associated with the complex 
variable z. For this we need the scalar kernel 
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D(z,z'*) 

=' f[ C(z, z*)]t zC(z, z' *)dT(Z) 

"-1 ~ z(n+l)"+~(z'*)""+~(n+ 1)'/2 

=~~o {[(n+1)K+A]1 (nK+A)I}1/2 

=~ [ <~~d/dZ) - A J'/2 z< P~ez£'*, (5.12) 
X=o K II [z(d/dz) - v] 

",,0 
where again we used (4.6) and (5.5) to obtain the inter-
mediate formula in (5,12) and the final result follows 
from the fact that the projection operator PH defined 
by (3.5), when applied to exp(zz'*), gives 

(5.13) 

Again as exp(zz' *) is the reproducing kernel in the 
Bargmann Hilbert associated with the variable z, we 
conclude that we have the correspondence 

_ ["-' z(d/dz) - 'Ie ]'/2" zI~ L "IT z P" 
hO K' [z(d/dz)- vl 

v=O 

(5. 14a) 

where, to stress the fact that z acts on K component 
vectors, we multiply it by the unit K x K matrix. We wish 
to point out that both ZK and z(d/dz) = Kz"(d/dz") are 
invariant under the group C. of (3.3) and thus they com
mute with the operator P~ of (3.5) which projects ir
reducible representations of this group. Thus we also 
see that to z I there corresponds 

,.,. ~1!) ( z(d/dz)-'Ie )'12 K 
Zl~L..J x <-1 Z , 

~=o K):b[?(d/dz)- vJ 
(5.14b) 

which will be a form particularly useful in the discussion 
of the next section. 

In a similar fashion when we replace z by d/ dz in 
(5.12), we have that 

-=I~ L P~-K iI~ , 
d "-, d" [ z(d/dz)-'Ie J'/2 

dz bo dz IC}l[z(d/dz)-v] 
(5.15) 

which could also be obtained by taking the Hermitian 
conjugate of (5. 14a) and using (5.10). Finally combining 
(5.14) and (5.15) we have 

d "~11 (d ) z-I~6- z--'Ie P,o az ,=0 IC dz 
(5. 16a) 

The projector P, in this expression appears but once 
as it commutes with the remaining terms and is idem
potent. Again we note that by the same considerations 
that follow (5. 14a) we can also write 

(5. 16b) 

The commutation relations 

f
t
d ,z] == 1, (Z 

;, I, ZIJ =1 

(5. 17a) 

(5. 17b) 

imply corresponding relations for the transformed 
operators that may readily be verified explicitly, 
Clearly in (5. 17a) we deal with an irreducible and in 
(5. 17b) with a reducible (and explicitly reduced) re
presentation of the Heisenberg algebrao Thus the stan-
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dard Heisenberg algebras in z and z space cannot be 
mapped into each other. 

Having established in this chapter the mapping of 
operators in the z space on the z space and vice versa, 
we are in a position to actually quantize the classical 
observables that appear in the Eq. (2.12) through the 
relations between z, d/ dz and the operators 1J, ~ that 
are usual in Bargmann Hilbert space. We proceed to 
carry out this program in the next section. 

6. EQUATIONS THAT DETERMINE THE UNITARY 
REPRESENTATION OF CANONICAL 
TRANSFORMATIONS AND THEIR SOLUTION 

We now return to the task, outlined in Secs. 1 and 2, 
of finding the unitary representation of the canonical 
transformation given implicitly by Eqs. (2.9) when 
k = 1, i. e., the one that takes us from an oscillator of 
frequency K-1, K integer, to one of unit frequency. 

As mentioned in Sec. 2 the classical observables 
appearing in (2.9) translate into the quantum mechanical 
operators of Eqs. (1. 8) or (1. 9) in an ambiguous fashion. 
The discussion of Secs. 3, 4, and 5 allows us though to 
resolve this ambiguity in a systematic way, 

To begin with the analysis of Secs. 2 and 3 suggests 
that instead of a scalar unitary representation 
(x" I UI x') we deal with a K component column vector 

(x" I UOlx') 

(x" lUI Ix') 

(x" lUI x') = (6.1) 

(x" I (J"-llx') 

where (x" I U~Ix'), X =0, 1, ... , K - 1 are associated with 
the corresponding irreducible representations of the 
cyclic group C. of linear canonical transformations 
(2.13). This is in entire analogy with the C~(z, z*) of 
(5.5), in which the components were associated with 
the irreducible representations of the group C. whose 
elements are the conformal transformations (3.3). 

We now turn our attention to Eqs. (2.9) when k = 1, 
from which we see that 

H(x,p)=1J~, G(x,P)=1J, (6.2) 

where '1], ~ are given by (2.7) in terms of x, p. We thus 
have from the relations (1. 8) and the operator mappings 
(5. 14b), (5. 16b) the expressions 

(6.3a) 

.-1 [ 1)1;-\ Jl / 2 

1/U==u2: p~ "n-1 ( I: ) 1)", 
~~o Kv=o 17<, - v 

(6.3b) 

where we made use of the correspondences 
d 

z~1), dz~1; (6.4) 

from Bargmann to ordinary Hilbert space. 

We note that U is a K-dimensional column vector 
operator which, from the remarks following (6. 1), has 
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the property that its components under the action of 
the projection operator P l become 

(6.5) 

Furthermore in the classical limit we assume that the 
eigenvalues of the number operator 1)~ become very 
large and thus we can disregard any integer 1, 2, •.. , 
K -1, as compared with them. In that case, as we also 
have that the sum of the projection operators is the 
identity, i. e. , 

(6.6) 

the right-hand side of Eqs. (6.3) reduces precisely to 
the classical expressions on the left side of (2.9), 

We have in a definite way gone from the classical 
equations (2.9) when k = 1, to the quantum mechanical 
operator relations (6.3). This quantization is by no 
means trivial as it implies that the unitary operator U 
is now a column vector whose components are bases for 
irreducible representations of the cyclic group C. of 
linear canonical transformations (2.13). Furthermore 
the operators associated with the classical expressions 
in (2.9) quantize differently for each irreducible re
presentation X =0,1, ... , K -1 of the C" group, though 
in the classical limit (1. e., when we assume that the 
eigenvalues of 1)1; »\ == 0, 1, ... ,K - 1) they have the 
expected form. 

It remains now to pass from Eqs. (6.3), which are 
the appropriate form of (1. 8) for our problem, to those 
corresponding to (1. 9). We must then take Eqs. (6.3) 
between the bra (x" I and the ket I x') to obtain with the 
help of (1. 9), (6. 5), that for the component (x" !U~ Ix'), 
\ =0,1, .,., K - 1 we have the equations 

1)" ~" (x" I UX Ix') 
=K-1(1)'1;' _ \)( x"I uxi x'), (6.7a) 

1)" (x" I U~ I x') 

=1;'" .~ ~ -x (x"lu~Ix'>, [ ( " ) J 1/2 

K n (1)' e - II) 
v=O 

(6,7b) 

where, momentarily disregarding the Dirac notation, 
we have from (2.7) that the operators appearing in 
(6.7) have the form 

, 1 ( , 0 ) 1:' 1 (, a) 
1) =12 x - ax' , ,,= 12 x + ax' ' 

1)" = ~ G" -a:')' 1;" == ~ (XII + a!") 
(6.8) 

The solution of Eqs. (6.7) is trivial as, denoting by 
¢n(x') the normalized eigenstate of an harmonic oscil
lator of unit frequency, we easily see that 

(X" I UX Ix') = f ¢n(x" )¢!+l (x') (6.9) 
n=O 

satisfies them. This result could also have been ob
tained from Cl(z, z*) of (5,5) if we replaced monomials 
in z, z in Bargmann Hilbert space by harmonic oscil
lator states in the standard manner. 

We note furthermore from (6.9) that 
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J (X"' I u~ I X") * (X"' I u~ I X') dx'" 

(6. 10) 

is the explicit expression for the projection operator 
P A> \ = 0, 1, ... , K - 1, in the basis in which the original 
coordinate is diagonal. Thus from (6.6) and (6. 10) we 
have that 

J (x" I uti X'lf ) dX"'(X'If I ul x') 

= 5 (x" -x), 
J (x" I u I xlJl)dx'" (x"' I Ut Ix') 

=15 (x" -x), 

where I is the K x K unit matrix. 

(6.11b) 

We can state that in a definite sense we determined 
the unitary representation in quantum mechanics of the 
nonlinear canonical transformation (2. 12). Before 
proceeding to discuss these types of representation, let 
us first generalize them to the case when we have a 
canonical transformation that takes an oscillator of 
frequency K-I into one of frequency k-1

, where K and k 
are relatively prime integers. We note that this canoni
cal transformation defined implicitly by Eq. (2.9) re
mains invariant under the cyclic groups C. and C_ 
[whose elements are of the type (2 013)], acting re
spectively on the left- and right-hand side of these 
equations. Rather than use this fact to find an adequate 
quantization for the observables in (2.9), we shall take 
advantage of the analysiS developed in this section for 
the case k = 1, to directly derive the unitary repre
sentation required. 

To implement the program mentioned we consider 
three oscillators of frequencies K-1, (Kk)-r, k-I given 
respectively in the phase spaces (x,p), (a:,/o), (x,P). 
The canonical transformation that takes us £i'om the 
phase space (a:,!') to (x,p) is then the one associated 
with the passage from an oscillator of frequency k-1 to 
one of unit frequency. Thus its representation V is 
given by a k-component column vector whose elements 
are 

I=O,l, •.. ,k-1. (6.12) 

Similarly the canonical transformation that takes us 
from the phase space (a:, t) to (x, [J) leads to a repre
sentation U which is a K component column vector 
whose elements are given by (6.9)0 When we want to 
go from the phase space (x, p) to (x, PI, we first apply 
the inverse of the canonical transformation that takes 
us from (a:, f) to (x, p) and then the one from (a:, f) to 
(x,P). Thus the corresponding representation is given 
by a rectangular K x k matrix 

(6.13) 

whose elements are characterized by the indices 
\ =0, 1, ... ,K-l for the row and I==O, 1, ... ,k-l for 
the column, L e. , 
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U~I =U~vlt. 

From (6.9) and (6.12) we then obtain 

(x" I U~II x) 

= J (x" I U~ I x"')dx'" (X'lf I Vlt I x') 

=L: [¢n(x" )¢!(x) 5""+~,m"'l] 
n,m 

"" =B ¢PII>I'(X") ¢:.+~,(X/), 
p=o 

(6.14) 

(6.15) 

where l', \' are the unique solutions of the Diophantine 
equations 

I'K + \= It'k+ I, (6.16) 

with the restriction that ° ~ l' < k, ° ~ A' < K. The re
duction to the single summation in the last line of (6.15) 
is achieved when we notice that from the Kronecker 
delta we can write 

nK+A=mk+Z=pkK+r, r=O,I, ... ,kK-1. (6.17) 

In turn we can express 

r=A'k+l=l'k+A, (6.18) 

giving rise to the above Diophantine equations. 

Representation (6.15) could also have been obtained 
from the equations of the type (1. 9) associated with the 
canonical transformation (2.9). Again, the introduction 
of an intermediate phase space (a::,f) in which we have 
observables associated with alI oscillator of frequency 
(Kk)-I, 1. e. , 

fI(a:,f) = (2kKtV2 +a: 2
), (60 19a) 

~ [(1/2)(a:- i/,)]kK 
!J (a:, f) = (kK )172[ Mf 2 +a:2) 1 ( •• -1) / 2 (6. 19b) 

allow us to determine the equations of the type (1. 9) in 
a simple fashion. For this we require the canonical 
transformations defined impliCitly by the equations 

H(x, p) =H(a:,t) =H(x, p), 

G(x, p) =(j (a:'f) = G(.x, p), 
in which the transition from x, p to x, p takes place 
through a:,/" We are thus in a pOSition of relating quan
tum mechanical operators of the original x, p with those 
of the final x, p and vice versa, by connecting both of 
them with operators in the intermediate a:,/,. The latter 
is already achieved in Sec. 5 as it corresponds again 
to relating quantum mechanical operators when we deal 
with a canonical transformation that maps an oscillator 
of frequency K-

I or k-1 onto one of unit frequency. It is 
thus easy to obtain the equations corresponding to (6. 7) 
for a canonical transformation that takes an oscillator 
of frequency K-I onto one of frequency k-1

o We do not 
write them explicitly as we already know that their 
solution is given by (6.15). 

We have found the unitary representation of the non
bijective (1. e., not one to one onto) canonical trans
formation (2.9). In the concluding section we discuss 
the implications of this analysis for the unitary re
presentations of arbitrary canonical transformations. 
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7. CONCLUSION 

The discussion of the previous sections suggests the 
following steps for deriving the equations of the type 
(1. 8) or (1. 9) that determine the unitary representations 
of the classical canonical transformations defined im
plicitly by Eqs. (1. 5). 

(1) If the observables H(x, p), H(x, p), considered as 
quantum mechanical operators, do not have the same 
spectra, it is convenient to introduce an auxiliary ob
servable H(a:,/,,) in a corresponding phase spac~ (a:, f), 
whose spectra contains both that of H(x, p) and H(x, pl. 
We then can discuss the canonical transformations de
fined implicitly by the equations 

H(x,p) =H(a:,/,,) =H(x, p), 

G(x, p) =0 (a:,/,,) = G(x, p), 

where 

(7.1a) 

(7.1b) 

We restrict our analysis to the unitary representation 
of the canonical transformation relating:l>, t with x, P 
as we face the same type of problem when we relate 
a:,/, with x,p, We can later combine these two repre
sentations to get the one associated with direct passage 
from x,p to x,P. 

This procedure was implemented explicitly in the 
last section where H (a:,/,) was the OSCillator Hamiltonian 
associated with the frequency (Kk)-1 whose spectrum 
contains the spectra of both H(x,P), H(x,P) which cor
respond respectively to oscillators of frequency K-\ 
h-1 • 

(2) We surmise tht;1 that the mapping of the phase 
space a:,f onto x,p will not be one to one onto, L e., it 
will be nonbijective. In fact we expect that there will be 
a group of canonical transformations (equivalent to the 
C. of the oscillator problem) that provides the number 
of points in the intermediate phase space a:,/, that map 
on a single point x, p, As it remains ambiguous, up to 
the transformations of this group, which is the point in 
a:,/, space to which a given x, p corresponds, we shall 
call this group, the ambiguity group. As shown in the 
previous sections the ambiguity group is central to both 
the classical and quantum mechanical problem, In par
ticular it suggests that the operator U that corresponds 
to a representation of the canonical transformation, is 
a column vector each of whose components is charact
erized by an index (the "ambiguity spin" of Plebanski10

) 

which is associated with a given irreducible representa
tion of this group, 

(3) We then need to derive the quantum mechanical 
operators associated with the classical observables 
H(a:,/,), g(a:,/,,), H(x,p), G(x,p)o We expect that these 
operators will act differently on states that correspond 
to different irreducible representations of the ambiguity 
group. The explicit determination of these operators 
may be the hardest part of the problem, 

In the oscillator example discussed in this paper we 
took advantage of the relation between its eigenfunctions 
¢n(x') and zn/ (n!)1 /2 in Bargmann Hilbert space to dis
cuss the problem in the latter. The canonical transfor-
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mation whose representation we wished to determine, 
could then be correlated with the conformal transfor
mation w = Zk, which was the one that finally provided 
the explicit form for the operators. It is clear that this 
procedure cannot be followed when we are not dealing 
with oscillators. It is still possible though to obtain 
operators explicitly once we know the ambiguity group, 
as will be shown in future publications. 12 

Once the operators corresponding to H (a:, t), are 
available, the validity of our analysis must be tested by 
checking whether in the classical limit they reduce to 
the corresponding observable. 

(4) When the operators mentioned above are given we 
have the equations of the form (1.8) or (10 9), which we 
need to solve if we wish to obtain < x" I U I x') explicitly. 
Again the ambiguity group and its representations are 
central to this objective as was shown in the present 
paper for the oscillator problems. Furthermore, 
after obtaining < x" I U Ix') we must test that the 
representation is unitary in the sense of Eqs, (6011) for 
the oscillator problem. 

After outlining our surmise on the general procedure 
to be followed for determining the unitary representa
tion of a canonical transformation, we should stress 
some pOints to avoid misunderstandings, To begin with 
when we start with an observable H(x,P) in our original 
phase space, and write the corresponding operator on 
Hilbert space, the transformation U does not neces
sarily take it into the operator obtained by standard 
quantization of H(x,p), which inCidentally may have a 
different spectrum. What happens rather is that to the 
operator associated with H(x, P) there corresponds 
another one in the final Hilbert space that has the s(lm e 
spectrum as illustrated by (5.11) in Bargmann Hilbert 
space. A similar result applies when we start with the 
operator in the final Hilbert space that is associated 
with H(x, p), i. e., its corresponding operator in the 
original Hilbert space must have the same spectrum as 
exemplified in (5.16) and is not the one obtained by 
standard quantization of H(x,p). 

Another point of importance is that equations such as 
(1. 1c) should be interpreted in the sense 

x(x,P) = U-1xU, (7.2) 

Le., x(x,P) is to be considered as an operator in the 
original Hilbert space. Thus when the canonical trans
formation is defined through the impliCit equations 
(1. 5) and (1. 6), the operators relation we must have 
are of the form 

H(x, p) = U-1H(x, p)U, 

G(x,p) = U-1G(x,p)U, 

(7.3a) 

(7.3b) 

where, as in (7.2), H(x, P) and G(x, p) are defined in the 
original Hilbert space. The whole difficulty of the pro
blem arises when we want to quantize H(x,p) and G(x,p) 
unambiguously and its there where the ambiguity group 
shows its full power. 

We also wish to stress that the unitary representation 
of canonical transformations does not necessarily lead 
to finite dimensional rectangular matrices as in (6.13) 
and (6.14). A simple example occurs when we map an 

Kramer, Moshinsky, and Seligman 692 



                                                                                                                                    

oscillator of frequency "';2 onto one of unit frequency. 
As /2 can be approximated by a ratio k/K, where k and 
K are ever increasing relatively prime integers, this 
will lead to ambiguity groups C, C_ that become C ",' 

Finally we wish to remark on an analogy between 
canonical transformations and conformal transforma
tions. The former are defined on a two-dimensional 
phase space while the latter are given on a two-dimen
sional complex plane. The structure of the complex 
plane was at first not fully understood even by mathe
maticians of the early nineteenth century who derived 
so many theorems of analysis connected with it. This 
structure became much deeper through the work of 
Riemann who introduced the fundamental concept of 
Riemann surface, B later refined by Klein and Weyl. 11 

In the phase space plane we seem to be still at the 
pre-Riemann stage waiting for a deeper insight, such 
as the one initiated in the work of Souriau, 13 that will 
allow us to understand it more fully. Once this is 
achieved we may be able to implement the phrase of 
Souriau at the 1975 Bonn meeting on geometrical 
quantization14 which, freely reconstructed from mem
ory, stated the following: "PhysiCists assume that the 
representation of canonical transformations in quantum 
mechanics is fully discussed in Dirac's book, while 
mathematicians think that with luck and great effort 
they may understand the subject in ten years. " 
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New v~riationaJ bounds are derived on the generalized polarizabiIities of a quantum-mechanical system, 
for arbitrary complex frequencies t = v + i C.tl and two different perturbations u and v. No power of the 
Hamiltonian h higher than h 2 is involved in the bounding functiona1s. For a certain range of v-values, 
upper and lower bounding functionals are obtained which contain merely a single trial vector but also 
int~o~uce an inverse operator like h -1. This impractical feature can be avoided with a subsidiary 
vanatlOnal principle, leading to bivariational upper and lower bounds. Explicit bivariational bounds are 
also derived which are valid for all values of {. Both theoretical and practical aspects of the bounds are 
discussed. 

1. INTRODUCTION 

Let a quantum-mechanical system be described by a 
self -adjoint Hamiltonian operator h in a complex 
Hilbert space H, and suppose that II possesses a 
complete set of orthonormal eigenvectors {B.t with 
corresponding energy eigenvalues {E~}. If the system is 
in a state en' its dynamic polarizability a(t) at complex 
frequency t = 1I + iw associated with a perturbation 11 can 
be defined as 

a(t)= (3(I;) + i3(- 1;), (1. 1) 

where 

(3(I;) = Re6 (E
k 

- En + 1;)-1 (uen, e
k
> ( ek ,1I lin>, (1. 2) 

1tlIn 

the summation being over all states different from en' 
The notation ( , ) denotes the complex inner product, 
so that for all 4 and if in H and complex numbers s 
we have 

(4, w )=( w ,4 ), (s4, w) =S\ <1>, w), 
(1. 3) 

a bar denoting complex conjugate. Previous authors 
[see, for example, Refs. 1-8 and 25-271 have 
presented bounding variational functionals on a(lI) 
or a(iw), the dynamic polarizabilities when I; is wholly 
real or wholly imaginary. Often there has been a 
restriction to real 11 and real en' With w '" 0, shortcom
ings of many of these bounding functionals have been 
the high powers of h involved, and a multiplicative 
factor of w- 1 which is unfortunate for small w. 

Expressions similar to that in (1. 2), but with inner 
products (ven, 8

k
> < e.,ulin ) involving different perturba

tions u and v, define quantities arising, for example, 
in theories of optical rotatary power9 and nuclear
magnetic shielding and chemical shifts. 10,11 Such more 
general expressions can also arise in double perturba
tion theory. 12 With generalizations such as this in mind, 
as well as the desirability of admitting arbitrary com
plex frequencies, perturbations, and unperturbed 
states, we show how to derive upper and lower bound
ing variational functionals on the quantity 

a) Sponsored by the United States Army under Contract No. 
DAAG29-75-C-0024, and by a Grant from the Universi.ty of 
Wisconsin-Madison Graduate School. 

b) On leave from Bradford Universi.ty. England. 

(1. 4) 

No separate consideration is necessary for quantities 
defined as imaginary parts of summations like that in 
(1.4), for g can merely be replaced by - ig if necessary. 
Without significant loss of generality, the arbitrary 
complex vectors f and g are taken as members of the 
reduced Hilbert space II n c H, containing all vectors 
inN which are orthogonal to Bn , i.e., 

(1. 5) 

Apart from their intrinsic theoretical interest, 
bounding variational functionals can in principle lead 
(with suitably artificial choice of trial vector) to 
bounds on unknown quantities in terms of certain known 
quantities, like sum rules or moments. 4," However, if 
they are to be a viable practical tool, bounding func
tionals must not present exceptionally severe problems 
of evaluation when reasonable trial vectors are 
employed. It is for this reason that we do not much 
concern ourselves with functionals which involve powers 
of the operator II higher than the second. 

2. A BIVARIATIONAL APPROXIMATION TO Z 

Variational approaches to the task of bounding Z 
stem from its alternative but equivalent specification 
in terms of the solution-vector cfJ of the equation in fin 

(lz-En+'[,)0==/, rjJ,/;c,fi n· 

This is simply 

ZU,g;!;)=2Re(,g,cfJ)=(g,rjJ) +(rb,g). 

(2.1) 

(2.2) 

Setting i: = 1I + iw (with 1I and w real) and defining for 
convenience 

H=h-En +lI, 

Eq. (2.1) is 

ArjJ=/, rjJ,fEHn' 

with 

A=H+iw. 

(2.3) 

(2.4) 

(2.5) 

This decomposition of the linear operator A as the sum 
of a self-adjoint part H and a skew-self-adjoint part 
iw is important for the establishment of the bounds in 
Sec. 3. 
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Along with equation (2.4) we consider the auxiliary 
equation 

A*I/!==g, I/!, gEHn , 

where 

A* ==H - iw 

is the Hilbert-space adjoint of A. We note that 

(tp,g) =( tp,A*I/!) =(Atp, I/!) =(j, I/!), 

so that we can express Z in the form 

Z(j,g;?;) =(g, tp) + (j, I/!) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

in terms of the solution vectors tp and I/! of Eqs. (2.4) 
and (2.6). 

Associated with this pair of equations is the bivaria
tional approximation to (g, tp) given by 

R (w , 4> ) = - ( W , A4> ) + ( W ,j) + (g, 4> ) , 

w,4>EHn , (2.10) 

with the trial vector w playing the role of a kind of 
Lagrange multiplier. In ter ms of the difference vectors 

we have the relation 

R(w,4»==(g,tp) -(aI/!, Aotp). 

The complex conjugate of R(w ,4» is 

H(W, 4» = - (4), A*w) + (q. ,g) + (j, w) 

(2.11) 

(2.12) 

(2.13) 

=(j,IjJ)-(otp,A*oljJ), (2.14) 

which is a bivariational approximation to (j, I/!) (or 
< tp,g»o Thus, by addition, the real functional 

J(\}I,4» =R(w,4» + R(w,4» 

= - ( w , A4» - ( 4> , A *w ) + ( W , f) + (j, w ) 

+(g,4»+(4>,g) 

is a bivariational approximation to 

J(I/!, tp)=(g, tp) +(j, I/!) = Z(j,g;?;) 

with the property 

(2.15) 

(2.16) 

J(w ,4» = Z(j,g;?;) - (olj!, Aotp) - (otp, A*olj!). (2.17) 

3. MIXED VARIATIONAL BOUNDS ON Z 

In the event that H (the self-adjoint part of A) is a 
positive operator, with an inverse H-I

, it is possible 
to construct two special cases of the bivariational 
functional J(w, 4» which provide complementary (upper 
and lower) variational bounds on Z(j,g;?;). To do this, 
we think in terms of the "mixed" vectors 

(3.1) 

y=?ttp-/1Ij!, (3.2) 

where the scalar multipliers A and /1 are real and 
satisfy 

2'\/1=1. (3.3) 

Combining Eqs. (2.4) and (2.6), we see that x and y 

are the solution vectors of the simultaneous equations 
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Hx+ iwy =A/ + Jlg=p (say) (3.4) 

and 

Hy + iwx = Af - Jlg=q (say). (3.5) 

If we now choose trial vectors 

X = A4> + /1W, (3.6) 

Y ='\4> - J.l.W (3.7) 

and let 

ox=X -X= A6tp + Jlolj!, (3.8) 

oy = Y - Y = AOtp - Mal/! , (3.9) 

we find th3J, using (3.3), 

J(w,4> l=I(X, Y) = - (X,HX) + (Y,HY) - (X, iWY) 

+( Y,iwX) + (X,p) + (p,X) - ( Y,q) 

-(q,Y) (3.10) 

and 

I(X, Y) = Z(j,g;l;J - < ox, (Hox + iw6y») 

+ (oy, (Hoy + iwox»). 

Accordingly, if the trial vectors X and Yare 
constrained to satisfy the equation 

HX+iwY=p 

in line with (3.4), so that 

Hox + iWoy = 0, 

(3011) 

(3.12) 

(3.13) 

it follows that the resulting functional I. (X , y) has the 
property 

I.(X, y) = Z(j,g;?;) + (oy, (H + W2W I )oy), (3.14) 

and is thus a variational upper bound on Z. Similarly, if 

HY +iwX=q, (3.15) 

in line with (3,5), so that 

Hoy+iwox=O, (3.16) 

it follows that the resulting function IjX, Y) has the 
property 

(3.17) 

and is thus a variational lower bound on Z 0 

In terms of an arbitrary trial vector Y, we have 

I. (X, Y) ==I(H-I(p - iwY), Y) =K.(Y) say, 

with 

K.(Y) == ( Y,Hy) + ( (p - iwY),H-I(P - iwY» 

-(Y,q)-(q,y). 

Similarly, 

UX, Y) =I(X,H-I(q - iwX» ==KjX) say, 

with 

KjX) = - ( X, HX) - ( (q - iwX), H"1(q - iwX» 

+(X,P) +(p,X). 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

Thus we obtain the complementary upper and lower 
variational bounds 
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KjX) -'S Kjx) = Z(j,g;?;) =K'(y) -'S K.(y), 

with the bounding functionals each depending on a single 
"mixed" complex vector. Hence we call them" mixed" 
variational bounds. It is a straightforward matter to 
optimize the functionals with respect to parameters 
multiplying the trial vectors, and if H is real there is 
separation of contributions from the real and imaginary 
parts of the trial vectors. The ratio :I.;jJ. is also a 
disposable parameter. 

These mixed variational bounds hold good whenever 

(3.23) 

Eo being the lowest energy eigenvalue of h. In the case 
n = 0, they hold whenever 

(3.24) 

E1 being the closest eigenvalue to Eo, since Ho does not 
contain Bo. If Eo is degenerate, then E1 = Eo. Given 
that (3.23) or (3.24) holds, we have 

(<1>,(h-En + v)<1»=(<1>,H<1»? b(<1>,<1» , b>O, (3.25) 

for all <1> E H n' with 

(3.26) 

It follows from (3 0 25) that H is positive, and since it is 
bounded below away from zero the inverse operator H-1 

exists with domain the whole of H n' 

The idea of introducing a mixture of equations like 
(2.4) and (2.6) in order to obtain bounds has been 
exploited for dissipative systems in real spaces by 
Collins13 ; see also Herrera. 14.15 The bivariational 
functional I(X, Y) shows the saddle-type dependence 
on X and Y which is appropriate for complementary 
bounds. 1".17 

4. AVOIDANCE OF WI; IMPLICIT BIVARIATIONAL 
BOUNDS 

A practical disadvantage of the bounding functionals 
K.(Y) and KJX) is that they involve the inverse WI, 
which only in elementary cases is likely to have a 
representation simple enough to permit the evaluation 
of the relevant inner products. One way of avoiding 
H- 1 in K+(Y) is to write K. as a functional of X via (3.12) 
giving 

K+(Y(X)) = I(X, (i/w )(HX - p)) = (1/ w2) ( (HX - P ),H(HX - j))) 

+ (X,HX) - (i/w) «HX - p),q) 

+(i/w)(q,(HX-p). (4.1) 

Similarly, 

KJX(Y)) = I«i/ w )(HY - q), Y) 

= - (1/w2)( (HY - q),H(HY - q) - (Y ,HY) 

+(i/w)«HY-q),p)-(i/(JJ)(p, (HY-q». (4.2) 

However, these forms involve H3 (as well as factors of 
w-1

), and we rule them out as impractical. 

A better way of avoiding the W 1 terms in (3.19) and 
(3.21) is to bound them separately, using individual 
variational bounds of the type 
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([,W 1t) -'S - (X,HX> + < X,Z) + 0, X> + (l/b)11 HX -lllZ, 

(4.3) 

which follows from the po~itivity hypothesis (3.25). 
Taking 1 =p - iwY and X=X in (4.3), we find that (3.19) 
gives, after simplification, 

Similarly, putting 1 =q -iwX and X = Yin (4.3), we 
obtain from (3.21) the result 

KjX)? I(X, Y) - (l/b )IIHY + iwX - qW. 

Dropping the tildes in (4.4) and (4.5), we see from 
(3.22) that for arbitrary vectors X and Yin Hn , 

I(X, Y) - (l/b)IIHY + iwX _ qI12~. Z(j,g;~) 

-'S I(X, Y) + (l/b )IIHX + iw Y _ p112. 

(4.4) 

(4.5) 

(4.6) 

These are bivariational bounds on Z(j,g;~), which with 
prescience we might have derived directly from (3.11) 
and (3.25). They hold whenever H is positive and bound
ed below away from zero, so that a suitable positive 
b can be found according to (3.26). 

The mixed vectors (x,y) and (X, Y) were introduced 
with the object of deriving variational bounds depending 
on a single trial vector, and so their usefulness has 
evaporated in (4.6). Referring back to the original 
vectors (~',cp) and ('lr,<1», the bivariational bounds (4.6) 
become 

J('lr,<1» - (l/b ){:l.21IA<1> - fUZ + jJ.21IA*'lr _ gl12 

-Re(A<1> -f,A*'lr -g)}-'SZ(j,g;t) 

-'S J('lr ,<1» + (l/b ){:l.2 11 A<1> - fW + jJ.211 A*'lr _ gl12 

+Re(A<1>-f,A*'lr-g)}. (4.7) 

With the optimal choice for the ratio :I.:jJ. of 

:l.IIA<1>-fll=jJ.IIA*'lr-gll, (2AjJ.=1), (4 0 8) 

we obtain the result 

J('lr ,<1» + (l/b )S('it, <1» - (l/b )C('it ,<1» -'S Z(j,g;O 

-'S J('lr ,<1» + (l/b)S('lr ,<1» + (l/b)C('it ,<1» (4.9) 

where, in terms of H, 

J('it ,<1»= -( 'it ,H<1» -( <1> ,H'lr) + iw{(<1> ,'it) - ('it ,<1»} 

+('lr ,f) + (j,'it) + (g,<1» +(<1> ,g), (4.10) 

S('it,<1» = Re«H +iw)<1> -f, (H-iw)'lr-g> 

=Re(A6cp,A*61/J), (4.11) 

and 

C('lr,<1» = II(H + iw)<1> - fllll(H - iw)'it - gil = Ii A6cplill A*6l/J11. 

(4.12) 

We call the bivariational bounds (4.9) implicit, because 
they are contained in the mixed bounds (3.22). 

In the special case of zero w, when A becomes 
self-adjoint, the impliCit bounds (4.9) are actually 
tighter than others previously derived for self-adjoint 
operators in real spaces (Ref. 18; see also Ref. 19). 
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5. EXPLICIT BIVARIATIONAL BOUNDS 

The bounds in (4.9) only hold when the operator His 
positive and bounded below away from zero by a positive 
b, given by (3. 26). However, irrespectively of whether 
this condition is met, it is possible to derive explicitly 
a.lternative bivariational bounds which merely require 
the condition 

IIAeI>II:;,alieI>ll, a>O, foralleI>EHn • (5.1) 

Since 

II AeI>W =(AeI>, AeI» = (eI>, A*AeI» = (eI> ,H2eI» 

+ W 2 ( eI>, eI> ) ? (En' - En + v)2 II eI> 112 + w2 11 eI> 11
2

, 

(5.2) 

where E , is the energy eigenvalue of h which minimizes 
(En' - En "t- V)2, we see that condition (5.1) is satisfied by 
taking 

a2=(E
n
,-E

n
+v)2+ w2, a>O. (5.3) 

We bear in mind that En' FEn (unless En is degenerate), 
since Hn does not contain 8n• Thus, disregarding the 
exceptional case of zero I; and degenerate En' we can 
always find a constant a to satisfy (5.1). 

Applying (5.1) to (4.12) and then using Schwarz's 
inequality, we have 

The magnitude of the complex number on the right 

(5.4) 

of (5.4) is greater than or equal to the magnitude of its 
real part, and so from (2.17) it follows that 

C('lt ,eI»:;, ~a 1 ((i¢, A*6J!) + (6<1', A6¢) 1 = ~al Z -J('lt ,eI» I. 

(5.5) 

Rearranging (5.5) we obtain at once the explicit bivaria
tional bounds 

J('lt ,eI» - (2/(I)C('lt ,<p)" Z(j,g;l;) '" J('lt ,eI» + (2/a)C('lt ,<p) • 

Existence theorems for bounds of this type have 
recently been presented, together with some 
applications. 20,21 

6. THE CASE f=g 

Whenj=g, as is the case for the dynamic 
polarizability r]!(i;) in (1.1), Eqs. (2.4) and (2.6) 
become 

(H + iw)<P =j= (H - iw)ljJ. 

(5.6) 

(6.1) 

If a similar relationship is imposed on the trial vectors 
'It and eI> by taking 

eI>=(H-iw)8, 'It=(H+iI.L1 )6, (6.2) 

for some trial vector 8 which is supposed to approxi
mate (SZ + w2 t 1j, the functionals in (4.9) and (5.6) 
become 

J= - 2(8,H(SZ + w 2 )8) + 2(f,H8) + 2(He,j) (6.3) 

and 

(6.4) 
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The bivariational bounds (4.9) and (5.6) become 
variational bounds, involving high powers of H, of a 
type previously obtained. 3,5 The H3 and H4 rule them 
out for practical purposes. Thus there seems little 
point in trying to impose a constraint like (6.2). 
However, when choosing trial vectors, it would be 
sensible to have in mind the relationship between the 
respective w dependence of <l> and \{I which is implied 
by (6.2). 

There are some Simplifications to be made if / is a 
real vector, and the Hamiltonian lz (and hence H) is a 
real operator, Then it follows from (6.1) that !j;= (J). 
Accordingly, let us set 

(6.5) 

in the functionals J, C, and S, where eI> 1 and eI> 2 are real 
vectors. We obtain the functionals 

J(;j;",<1»=-2(eI>l'H<l>,) +2(<1>2' H<l>2) + 4w(<1>" <l>2) 

+ 4( <1>,,/), 

C(;j; ,<p) = IIH<1>, - W<P2 - jW + IIH<l>2 + w<P,W, 

(6.6) 

(6.7) 

and 

S(4i ,<1»= IIH<l>, - w<1>2 - jUZ -IIH<l>2 + W<1>,W. (6.8) 

The implicit bivariational bounds (4.9) become 

J(4), eI» - (2/h liIH<j> 2 + w<P ,W oCo Z(jJ: 1;) 

'" J(¢ ,eI» + (2/b)11 HeI>l - W<P2 - 111 2
, (6.9) 

and the explicit bounds (5.6) take the form 

J(~ ,<1» - (2/a)C(;P ,<l» '" Z(jJ;I;) ~ J(;P ,<1» 

+ (2/(I)C(¢,<l», (6.10) 

which at v = ° is essentially that given by Burrows. 8 

The mixed bounds K.(Y) and K.(X) simplify in this 
situation, too, particularly if we take A = /-! = 2-1 ! Z, so 
thatX=eI> l V2, Y=i<1>212, p=/Vz andq=O, yielding 

and 

KjX) = - 2( <Pu HeI>l) - 2w2(<1>1' H-1<l>,> + 4( eI>uJ). 
(6.12) 

Goscinski4 has given the amplitude-optimized version 
of the bound in (6.12) for v = 0. 

7. DISCUSSION 

Interest in the mixed variational bounds K.(Y) and 
J(JX) is primarily theoretical. Not only do they contain 
the impliCit bivariational bounds, but also they can lead 
to bounds in terms of other known quantities. To take 
a simple example, when w is small the solution to 
Eq. (2.4) is approximately W'f-iwH-7. Thus if we 
take 

(7.1) 

in the Simplified functionals (6.11) and (6.12), and 
optimize with respect to c1 and c z , we should obtain 
bounds on Z(J,j ;'S) which are accurate for small w. 
The bounds are 
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(7.2) 

in terms of the "sum rules" 

(7.3) 

For ground-state hydrogen, the bounds (7.2) give the 
result (in atomic units) 

4.2490'" a(iw)'" 4. 2503 (7.4) 

for the dipole polarizability at v == 0, w == 0.1. 

When H is positive the quantity z(j,f;r') is a series
of-Stieltjes-representable function of w2 , and with 
suitable choices of trial vector different families of 
Pad~ approximant bounds can be derived from K. and 
K_,6,22 More generally, whenever (f, (H2 + W2)-lg > is 
real, it can be shown that 

(7.5) 

whence Z(j,g;!;) is the difference of two series-of
Stieltjes-representable functions. The K. and K_ func
tionals are again the appropriate ones to yield the Pad~ 
approximant bounds for this kind of situation,23 rather 
than bivariational functionals which lead to Pad~ 
approximants plus correction terms. 21,24 

From a practical standpoint, it is unlikely that a con
venient representation of WI will be available, in which 
case the mixed bounds K.(Y) and KjX) are not of direct 
interest even though they only involve a single trial 
vector, Likewise bounding functionals containing H3 
and higher powers can be ignored, because of the 
consequent difficulties in evaluating the inner products 
when sensible trial vectors are employed. Thus for a 
practical tool we are left with the bivariational bounds, 
in either the implicit form (4.9) (only valid when H is 
bounded below away from zero by a positive number b) 
or the expliCit form (5.6) (always valid). Although an 
extra trial vector is involved, only Hand H2 appear 
in the inner products, and this advantage is crucial. 
The bivariational bounds should still be used even when 
i==g; the simpler versions (6.9) or (6.10) are relevant 
when f == g is a real vector and H is real. 

Even when the implicit bounds (4.9) are avilable, they 
will not necessarily yield better results than the explicit 
bounds (5. 6). F or example, when w is large, the 
number a [given by (5.3)] is of order w, whereas the 
number b [given by (3,26)] is not. With the correct 
asymptotic choices 

<I> == - if/w, lJ! ==ig/w, (7.6) 

the explicit bounds give 
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2 
J± -C == (i/w) «f,g) - (g ,f») + (1/w 2)(f, Hg) 

a 

(7.7) 

whereas the bounds (4.9) leave some uncertainty in the 
w-2 term. However, in cases like (6.4) when (S - C) is 
zero, or very small, it is clear that the lower bound in 
(4.9) is better than the lower bound in (5.6), We notice 
also that the explicit bounds can never have quite the 
correct w dependence because of the square-root 
defining the number a, Thus, when both are available, 
the implicit and the explicit bivariational bounds should 
each be investigated in any given situation to see which 
gives the better results. 

Extensive calculations of bounds on dynamic polariz
abilities (j==g) for two-electron atoms at zero w or 
zero v have recently been carried out by Glover and 
Weinhold. 25-27 The functionals of Braun and Rebane2 

which they employed led to inaccuracies for small values 
of w. Applications of the Glover-Weinhold techniques 
to the bivariational bounds developed here are being 
explored. 28 The numerical results exhibit the significant 
advantages of the bivariational techniques over 
previously available methods. A pleasing feature of the 
present approach is that the same bivariational func
tionals provide bounds whether of not w == 0, v == 0, or 
f=g· 
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Charge conservation in metric-torsion gravitational theories 
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The concepts of charge conservation and dimensional consistency are employed to derive conditions which 
uniquely characterize the field equations of electromagnetism and gravitation in a vector-metric-torsion 
field theory which contains no cosmological constant. Using these results, it is shown that the 
Einstein-Maxwell field equations are unique among all possible field equations of gravitation and 
electromagnetism involving a vector field in a metric gravitational theory. 

1. INTRODUCTION 
The purpose of this paper is to apply the techniques of 

dimensional analysis to the consideration of electro
magnetic and gravitational theories which involve a vec
tor field in addition to the usual metric tensor and, for 
added generality, a torsion tensor. 1 

We shall be interested in field equations which take 
the form 

Aii = 81fKIVgTi i, (1. 1) 

Bi = 161fK2Vg.r, (1. 2) 

and 

C 1m
k = 81fKIVgJlkml , (1. 3) 

where A ii, BI, and C 1m
k are assumed to be tensor den

sity concomitants of the metric gjj, the torsion S iki
, 

and the vector field l/JI along with their partial deriva
tives to some order. TIJ is the (symmetric) energy
momentum tensor of all nonelectromagnetic matter 
fields, Ji is the charge-current vector of these fields 
and Jlkml is their pseudospin tensor, It is assumed that 
the tensor densities A iJ, B i , and 2C 1m k are variational 
derivatives of a suitable scalar density Lagrangian with 
respect to giJ' l/Jj, and S 1m k, 

An important feature of electromagnetic theories is 
the physical assumption that charge is conserved. 
Mathematically this takes the form2 

(1. 4) 

Hence it appears reasonable to demand that in (1. 2), 
the concomitant B j satisfy 

identically. The principle of conservation of charge has 
been investigated by Horndeski3• 4 and the technique of 
dealing with (1.4) which will be employed here is a 
generalization of his approach. 

Probably the most significant physical assumption 
made here is that of dimensional consistency. This as
sumption has been developed into a technique of dimen
sional analysis by the author and been employed in the 
consideration of a number of concomitant problems re
lated to relativistic gravitational theories. The axiom 
for dimensional analysis and a discussion of its conse
quences can be found in Refs. 5 and 6. 

2. THE MAIN THEOREM 

In this section we state the main theorem of the 

paper and discuss some of its consequences. The proof 
will be given in Sec. 3. 

The dimensions of the functions involved are deter
mined as follows, From a previous paper" we have 

g -L-'" S k -L-(1+e) 
Ii,kl'''k", '/i ,ll'''le ' 

Tii - L -2, and Jl k ml - L -I. In conventional electromagnetic 
theory FiJ - L -I where F jj : = l/Jj, I - ~I,j, thus we have ~I 
- LO and ~i,jl"'jr - L -r. 

Since Ji is a charge-current 3-density we must have 
.r - L/L3 - L -2. By demanding that the field equations 
(1. 1), (1. 2), and (1. 3) be dimensionally consistent we 
find that A iJ -L-2, B I -L-2, and C1mk-L-1 , 

Theorem: Suppose that Ali (of class C3), B i , (C 3 ), 

and C lm
k , (C 2), are tensor density concomitants of gab, 

~" Sr/ and their various partial derivatives to some 
finite order and satisfy the following conditions: 

(a) A Ii - L -2, BI - L -2, C 1m
k - L -I and they satisfy the 

axiom of dimensional analysis; 

(b) there exists a scalar density L which is a con
comitant (both tensorially and dimensionally) of the 
form 

L =L (gab;'" ;gab,cI''' C",; ~a; 0" ; ~a,b("be 

; Sab
C
;"'; Sab ~dl"'a,,) 

such that A/j= BL/Bgii> Bi=BL/B~I' and 
C 1m

k =iBL/os lmk; 

(c) Bi,i=O. 

Then in a 4-space, 

Ail =alVgCli +igiJcrstSr/ +CrsiSr/ _ 2Crj ~/s 

- ia2 Vg(FIIFil - tgli prs Frs), 

Bi = a2 VgFiJ 11> 

and 

C 1m
k = Vg{a3B[1 kSb mlb + a4 slmk + a5 Sk [1m)} 

(2.1) 

(2.2) 

+asElmbcSbck + a'flmabSkab - a7Eabc[mSabl]gck, (2.3) 

where aa' a = 1, ... ,7 are arbitrary unitless constants. 
Moreover, a Lagrangian which satisfies condition (b) for 
these expressions is given by 

(2.4) 

Condition (b) excludes the consideration of dependence 
upon constants with nonzero dimension (- L()I., 0/ oF 0). 
Hence the theorem applies to those theories of electro-
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magnetism and gravitation which do not involve univer
sal constants (such as the cosmological constant) other 
than c and K. Although this prevents the elementary 
charge e from occurring explicitly in the field equa
tions, it may arise implicitly in a source term (e. g., in 
.]i). 

The above theorem leads to a number of interesting 
and quite general conclusions about electromagnetic 
fields in a metric-torsion gravitational theory. Pro
vided one prescribes the electromagnetiC and gravita
tional fields via equations of the form (1.1), (1. 2), and 
(1. 3) and if one accepts the restrictions of the theorem 
as physically reasonable, then A Ii, BI, and c'mk must 
be given by (2.1), (2.2), and (2.3) respectively. As is 
apparent from (2.2) and (2.3) no direct interaction 
terms occur between the electromagnetic field </!I and 
the torsion field 51/, In the absence of sources the field 
equations reduce to the vacuum Einstein-Maxwell equa
tions since for most values of the constants in (2.3), 
one can deduceB Si/ = 0 (proving that1 "photons do not 
produce torsion"). 

Within the context of conventional metric gravitational 
theories we have the following: 

Corollary: Suppose Ai i and Bi satisfy the condi tions 
of the theorem but are also independent of the torsion 
and its derivatives. Then in a 4-space 

A Ii =a(lgCii -1a2Vg(Fi,F1/- tgliFrsFrs) 

and BI is given by (2.2). 

A Lagrangian satisfying condition (b) of the theorem 
is given by 

L =-a1VgR +ta2VgFrsFrs' 

It appears that any generalization of the above results 
will most likely involve dimensional constants in a di
rect manner. Along these lines, Horndeski3 has inves
tigated second-order electromagnetic theories (within 
a vector-metric context) and found that the Einstein
Maxwell equations (with sources and cosmological 
term) could be modified by the addition of terms involv
ing a dimensioned constant and still satisfy the law of 
conservation of charge. 

3. PROOF OF THE MAIN THEOREM 
The main theorem is proven with the aid of several 

propositions, beginning with one which is based upon the 
concept of dimensional analysis. 

Proposition 1: Suppose A 11, BI, and c'mk are tensor 
density concomitants of gab' </!n Sr/ and their partial 
derivatives to some order, where Ali and BI are of 
class C3 and c'mk is of class C2• In addition we assume 
thatAIi~L-2, BI~L-2, and C'mk-L-1 and each concomi
tant satisfies the axiom of dimensional analysis. Then 
Ail and BI are linearly homogeneous ingab,ca, Sabc,a and 
</!a,bc and quadratically homogeneous in gab,c, </!a, b, and 
Sabc while c'm k is linearly homogeneous in the latter set, 
all with coefficients which are (zeroth order) concomi
tants of gab and </!r. • 

The proof is similar to that used to deduce (2.5) in 
Ref. 6. 
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In the next proposition the symbol PA is used to de
note a collection of (not necessarily tensorial) field 
functions [e.g., PA=(gab;SabC

)]. 

Proposition 2: Let L be a concomitant of the form 

If 

oL 
O</!h ,h=O, (3.1) 

identically; then 

a (oL) 
o</!h O</!k =0, 

(3.2) 

and 

_0 (~)-O 
o</!h OPA - • 

(3.3) 

Moreover, if L is a scalar density and the fields PA are 
tensorial then (3.2) and (3.3) imply (3.1). • 

The proof of (3.2) and (3.3) can be deduced from 
Theorem (3.1) of Ref. 4 by substituting PA for gil and 
O/OPA for %g/j. The converse follows similarly from 
Theorem (2.2) of the same paper. [The required gen
eralization of Eq. (2.15) of Ref. 4 is obtained using 
Eq. (4.2) of Ref. 7.] Proposition 2 implies that the 
theorem requires the coefficients described in Proposi
tion 1 to be independent of </!i and thus concomitants of 
gab only, At this point we can construct C "\. 

Proposition 3: If C 'm k is a class C1 tensor density 
concomitant of the form 

c'm _C'm (g .•••. g . ,I, .•••• ,h 
Il- k rs, ,rs,t1" .. to: ,'f"r,s, ,,+,r,s1··· s6 

. S I.,.,. S I ) 
, rs, ,rs ,ut'"Geu" 

such that C'mk ~ L -I and satisfies the axiom of dimen
sional analysis, then in a 4-space C 'm

k is given by 
(2.3). 

Proof: Evidently the coefficients of gab,c' Sr/, and 
</!r,s in C'mk depend upon gab only. Since oc'mja</!r,s is a 
tensor density concomitant of gab, it vanishes in a 4-
space by a well-known result. 8 Using the replacement 
theorems of classical tensor analysis, 9 we deduce that 
c'mk=1)lm/st(gab)Sr/' Equation (2.3) follows from the 
construction given in Ref. 6 .• 

Since c'mk=tO(crsISr/)/OSlm\ where C1m
k is given by 

(2.3), that part of the theorem is proven. 

Bearing in mind the results of Propositions 1-3 along 
with the identities10 

and 

_0 (J!=---,;) = ~ (21:..) 
O</!h OS 1m as 1m O</!h ' 

we see that Bi is independent of Simi and S'mk
,;. Hence 

BI is linearly homogeneous in gab, cd and </!r,st and quad
ratically homogeneous in gab,c and </!r,s with coefficients 
depending upon gab only. Bi is then given by the follow
ing result. 
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Proposition 4: If BI is a class C2 vector density con
comitant of the form 

BI Bi(g ..... g .,/, .•••. ,h ) == rs, ,rs,t1···to:, ¥'r,s, , o/r,81···s8 

and suppose BI - L -2 and satisfies the axiom of dimen
sional analysis, then in a 4-space Bi is given by (2.2). 

Proof: The usual dimensional technique5 implies that 
Bi must have the form described in the previous para
graph. Since the tensor density oBi/agab,cd is a concomi
tant of R"ab (only) it vanishes in a 4-space. The invari
ance identity7 oBi/ol/!(r,st) = 0 enables one to deduce 
thatt t 

OBi r [. t 1 . t 't ] ---=avR" g"gS -z(R"'SR"r +R"' gsr) • o I/!r, st ' 

Hence Bi =algFu
u +Bi where Bi is a vector density 

(quadratically homogeneous in I/!r,s and gab,c with coef
ficients depending upon R"ab only). As above, the tensor 
denSity a213i/ol/!a b ol/!r s=O. The replacement theorem 
then implies that 13i ~ 0, from which the proposition 
follows .• 

Since aJgFiili=6(iawrsFrs)/6I/!i and (JgFiiu) Ii '" 0, 
B i

, as given by (2.2), satisfies the conditions of the 
theorem. 

The proof of the theorem can now be completed. Tak
ing into account the previous propositions along with the 
identi ties to 

and 

o (6L) 0 (6L ) 
OR"ab,cd 61/!h = o I/!h, cd 6R"ab' 

we find that oAii/os,mk,a=O and oAii/al/!h,Cd=Oo We also 
have o2Afi/al/!r,saSabc=0 and a2Afi/agab,col/!r,s=0 since 
they are both tensor density concomitants of gab (only) 
in a 4-space. Differentiating the second invariance 
identity7 forA u with respect to I/!h yields oAIi/al/!(r,s) 
= 0, implying that 

o2A ii o2A Ii 

ol/!r,s ol/!a,b - ol/!s,r al/!a,b • 

Hence we can write Aii as 
., -ii Iljii abcd 

A"=A +1 (grs) FabFcd' 
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(3.4) 

where Ali is a tensor denSity concomitant linear in 
gab,cd and quadratic in gab,c and S 1m k. The identity to 

o (6L) 0 (6L) 
ol/!r,s 6R"ii =-OR"IJ,S 61/!r 

implies that 

1/iiabcd __ ! o2Bc 
- 2 ol/!a,b ogii,d ' 

and thus from (2.2) we deduce that 

1 TjiJabcd 1. r-(FI FJI I, iiFrsF ) -, FabFcd= - 2avg I - 4g rs' (3.5) 

It can be shown that6 

A-ij - b..r;; eli + 1.gfiCrs S t + crsis i _ 2CrJ " is 
- t"J 2 t rs rs SJr , 

which together with (3.4) and (3.5) implies (2,1). That 
the Lagrangian (2,4) satisfies condition (b) of the 
theorem is straightforward. This proves the theorem. 
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It is shown that the representation functions of SO(n) can be obtained from those of SO(n -I) by 
calculating the Weyl coefficient of SO(n), which is equal to the representation function of SO(n) 
calculated at 8 = 7T /2. Thus the problem of calculating the representation functions of SO( n) is reduced 
to its calculation at a particular value of 8 (= 7T/2). instead of a whole range of values of 8. The Weyl 
coefficients of SO(3), SO(4), and SO(5) are explicitly obtained and discussed in detail. It is shown that 
the Weyl coefficients of SO(n) are all expressible as sums and products of 3-j symbols of SO(3) and 
normalization factorials. We also conclude that the representation functions of all orthogonal groups (as 
well as unitary groups) are ultimately reducible to the representation function of SO(2), i.e., e'm e, 
multiplied by corresponding Weyl coefficients. Therefore, all representation functions of SO(n) and U(n) 
are ultimately expressible .as Fourier series, whose coefficients can be explicitly calculated if one so 

wishes. 

1. INTRODUCTION 

It is interesting to note that our knowledge of the 
representation functions of U(n) surpasses our knowl
edge of the representation functions of SO(n); in other 
words, the representation functions of the two classical 
groups have not developed at an equal pace. For the 
unitary group, it was first pointed out by GePfand and 
Graev1 that the representation functions can be ex
pressed as generalized beta functions. A different 
approach was made by Chac6n and Moshinsky2 while 
calculating the finite transformation matrix of U(3). 
They calculated the Weyl coefficients of U(3), and found 
that this was connected with the 6-j symbols of u(2L 
Holman3 and Wong4 then showed that the Weyl coeffi
cients of U(n) are basically 6-j symbols of U(n -1). We 
intend to show in a future publication that all the Weyl 
coefficients of U(n), or equivalently all multiplicity
free 6-j symbols of U(n), can be explicitly evaluated, 
and not merely as sums and products of four 3-j sym
bols. Louck and Biedenharn5 showed that the generalized 
beta functions of Gel'fand and Graev are expressible as 
a product of an isoscalar factor in U(n) and an isoscalar 
factor in U(n -1). Wong4 showed that it can also be ex
pressed as a product of a stretched 6-j symbol in 
U(n -1) and an isoscalar factor in U(n -1). Thus we can 
at least say that our present knowledge of the repre
sentation functions of U(n) has reached a satisfactory 
stage. 

We cannot say the same with regard to the represen
tation functions of SO(n). So far there are basically two 
approaches, one by Maekawa6 and the other by Vilenkin7 
and Wolf. B Maekawa's method is to write the d function 
for the highest weight, and use lowering operators of 
Pang and Heche (or Wong10) operating on the highest 
weight to get the general state. Vilenkin and Wolf's 
method is to write the d function as an integral over its 
maximum compact subgroup, using the multiplier rep
resentation for SO(n, 1), and analytically continue to 
SO(n + 1). 

There remain a few questions unanswered by these 
two methods. The first is: What is the structure of the 
d functions for SO(n) in general? Is it expressible in 
terms of elementary functions, as we know the d func
tions of U (n) are? And if so. do the coefficients have 

some meaning? The second problem is: Why are there 
different expressions for the representation functions of 
the same group, and how are they related to each 
other? For example, Wolf has shown that the d functions 
of SO(n) are all expressible as a sum over sinP6 
Xexp(iq6). But in the case of SO(4) for example, we 
also have the result of Freedman and Wang, 11 where 
only exp(iq &) appears. A similar situation is found in 
the case of the noncompact group SO(3.1), where the 
representation functions can either be expressed as a 
sum over a hypergeometric function, 12_16 or as a 
Fourier series, as Smorodinskii and Shepelev17 and 
recently Wong and YehlB have shown. A third problem 
concerns the practical calculation of the d function using 
the above methods. Since both methods treat 8 as a 
variable, the calculation becomes very complicated as 
n increases. 

It is at this point that we look at the corresponding d 
functions of U(n) and see if we can obtain some help 
from there. We find that there is indeed an approach 
common to both U(n) and SO(n): the Weyl coefficient 
approach. In this approach it is not necessary to cal
culate the d function for the whole range of 6. For 
SO(n) it is sufficient to calculate the value at 8== 11/2 
(or 8 == -11 /2) 0 The rest can be obtained by recurrence 
with SO(n -1). Since the lowest order groups are well 
known: for SO(2) the d function is equal to exp(irn 8), 
for SO(3), it is the well-known Wigner d~m' (8) function, 
we can say that the Weyl coefficient approach reduces 
the calculation of the d function of SO(n) to a single value 
of 8, i.e., when 8=11/2. 

Thus the first problem is answered. There is indeed 
a structure in the d functions of SO(n). It can be re
lated to any of its subgroups, multiplied by the cor
responding Weyl coefficients. Thus ultimately we can 
say that the d functions of all SO(n) can be written as 
Fourier series, whose coefficients can be explicitly 
calculated. The second problem is also answered; 
since the d function of SO(4) can be written either in 
terms of SO(2) or SO(3), therefore we can express it 
either as a sum over exp{iq/1) (SO(2)), or sinPtlcosq /1 
(SO(3)) _ 

The third problem is answered in the follOwing way: 
Whereas the d function of SO(n), n large, still remains 
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complicated, we have subdivided its complexity, and 
have posed the problem in a simpler way: 1. e., What 
is the d function of SO(n) at &=rr/2? If we can answer 
that question, then we can answer the whole question. 
However, we have to admit that the final expression for 
the representation function of SO(n) is still quite lengthy 
and complicated, because all the Weyl coefficients have 
to be multiplied together. 

In Sec. 2 we present the formalism for the Weyl co
efficients of SO(n). In Secs. 3, 4, and 5, we discuss the 
Weyl coefficients of SO(3), SO(4), and SO(5), respec
tively. In Sec. 6 we discuss the Weyl coefficients of 
SO(I1), for 11>5. In Sec, 7 we draw some conclusions 
from the above discussions. 

2. WEYL COEFFICIENTS OF SO(n) 

The special orthogonal group SO(n) is equivalent to 
the rotation group in an ll-dimensional Euclidean space. 
If one uses the familiar J iJ as generators, one can 
regard its finite trans fo rmation exp (iJ jj e) as a rotation 
in the i - :i plane, represented by the matrix 

( 
cose Sine) 
- sine cos e 

in the i - j plane. 

A group element in SO(I1) is made up of ~n(n - 1) such 
rotations, and in order to obtain the representation 
function of SO(n) it is only necessary to know the matrix 
element of the rotation D 1 (e), The rest can be ob
tained by recurrence, ori;duction on llo Dn-l.n(e) is the 
matrix d with d ii = 1 for i=1,2, ••. ,n - 2. d"..lo"..1 =dn•n 
=cose, dn- lo n =sine, dnon- 1 = - sine, and all other matrix 
elements equal to zero. We shall introduce the general 
rotation matrix Dij (e), whose matrix elements are 
d

kk 
=1 for k*i* j, d ii =d

jj 
= cose, d ij = sine, d Ji = - sinb, 

all other matrix elements equal to zero 0 Furthermore 
we define the Weyl coefficient W ij = Dil (rr/ 2) 0 It is then 
easy to see that W:l = D.} (- Til 2). We then have the 

'I • following relation: 

D (e)- rv- 1 D (- e)W 
~1'11 - n-2rn n-2~n-l r1.2.n 

= Wn-_'2.n_l W n-1.nW n-2.n-1Dn,"2.n-1 (- e) 

(2.1) 

Therefore, if we know the representation function 
D n-2'n-l (e), then we can obtain the representation func
tion D

n
_1 •

n
(e) provided we can calculate 

(2.2) 

This means that the representation function of SO(n) for 
arbitrary e can be found if we know its value at a 
particular value of e, i.e., when e=rr/2. Historically 
this has not been the approach used to find the repre
sentation functions of SO (11) • In the methods used by 
Maekawa, and Vilenkin and Wolf, e is treated as a 
variable, The result is that the actual expression for 
the d function of SO(I1) for large II becomes very com
plicated, and very few structural properties can be 
discovered from the expression. 
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The advantages of using the Weyl coefficient approach 
are the following: 

(1) It reduces the calculation of the d function of 
SO(n) to a particular value of e, i. e., e = rr /20 Though 
the final expression for the d functions of SO(n) is still 
quite lengthy, at least the e-dependent part is quite 
clear, Leo, it is entirely restricted to the subgroup of 
SO(l1), while the other factors are recognized as the 
Weyl coefficients in accordance with (2.1), 

(2) It shows its connection with all the different sub
groups of SO (11) , thereby clarifying the structural 
properties of the d function of SO(l1). As a result, one 
can make a very sweeping statement such as the follow
ing: All representation functions of the orthogonal 
group (and in fact the unitary group as well) are ulti
mately expressible as Fourier series, whose coeffi
cients can be explicitly calculated. 

(3) One can also show that the Weyl coefficients are 
all expressible as sums and products of 3-j symbols of 
SO(3) and normalization factorials. 

3. WEYL COEFFICIENTS OF SO(3) 

It is interesting to note that the Weyl coefficient of 
SO(3) was treated by Wigner19 and can be found in 
Edmonds. 20 However, it has not received much at
tention. Using Eq. (2.1), we find 

D 23 (e) = Wi~ W23 W12 D 12 (- e) Wi~ w;;~ W 12 ' 

where 

(3.1 ) 

D12 (e)=exp(ime) (3.2) 

W23 = D23 (rr/ 2) =d~'m(7T/ 2), (3.3) 

where d~'m(e) is the Wigner function of SO(3). 

Substituting the values in (301) we obtain 

(3.4) 

This agrees with Edmonds20 (p. 62). 

Let us now make a brief survey of the different ways 
d J , (e) can be written. Basically, there are two dif
f;r~nt ways it can be written. The first way is to ex
press it directly in terms of sinei 2 and cosB2, e.g., 
according to Edmonds, 20 

d J (e)=[v+ml)IU-ml)!]1/26( j+m )(j-m) 
m'm U + ill) ! U - 1Jl) ! cr.i - m I - a a 

x (- 1 )J-m' ~cr (cos B /2)2cr +m'+m (sin e /2)2J-2cr"m'~m, (3.5) 

The second way is to express it as Jacobi polynomi
nals, or equivalently as hypergeometric functions, 
Thus, e.g., 

dJ, (B)==[(J+1Jl
1
)!(J-m

l
)!]1/2 (cose/2)m'+m 

mm (J+m)!(J-1I1)! 

xsinB/2)m'-m Pj,:~;m.m·+m)(cosB) 

= [(J -til)! (J+m')!]1/2 (cosB/2)2J+m-m' 
(J+m)!(J-m')! 
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(sine/2)m'-m, . 
x -(-,--)- 2F,(m -J, -m -J, 

m -m I 

We now show a third way that dJ , (G) can be written, 
i. eo, in terms of the Clebsch-Go';.dan coefficients of 
SO(3). As far as we know, this expression has not 
been found in the literature. X m' - JI1 + 1; - tan2 e /2) . (3.6) 

I 

We start from the normalized double boson polynomials in U(2) * U(2): 

x (0'1(mll-0')1(J.Lll-Il')I(m,2+m22-mll- iJll +0')1)1/2 

For the derivation of (3.7), see Wong. 4 We now make the following substitution: 

m l1 =2J, iJ l1 =m'+J, mu=m+J, m 22 =O, ai=~=cose/2, a~=sine/2, ~=-sine/2. 

Then (307) becomes J) (cos e/2)2o<-m-m' (sine/2)m+m'+2J-2o< 
d~'m(e)=:0c( i(rn-m') i(J+m') (_l)m'+J-" [Cl'I(m+J-Cl')I(m'+J-n)I(O' -m-m')ljl/2' 

" m+i(m'+J)-O' O'-~(m'+J) m 

(3.7) 

(3.8) 

The Weyl coefficient of SO(3), W23 ' can be easily obtained from these expressions by putting fJ = 7T/2 in d~m' (fJ). 

4. WEYL COEFFICIENTS OF SO(4) 

From the Freedman-Wang result, we have 

~
Hm41 + 111 42 ) i(m.l1 - m 42 ) .i) c(Hnl41 + m 42 ) 

W34 = dm~lm42(7T /2) = :0 C 
JJm " fJ. 1n-fJ. 111 fJ. 

Thus using (2.1) again, we can write the "boost" matrix as 

D34 (e) = W2~ W34 W23DZ3 (- fJ) W;;~ W3~ W23 , 

(4.1) 

(4.2) 

where D23 (- 1:1), as we have seen in the previous sections, can be expressed as a hypergeometric function. 
Continuing to the Lorentz group SO(3, 1), one can now understand why the earlier work on the boost matrix 
of the Lorentz group by Strom,'2 Duc and Hieu,'3 Verdiev and Dadashev,14 Sciarrino and Toller,'5 Makarov 
and Shepelev, 16 etc., to quote but a few, all showed that it is a sum over a hypergeometric function, This is 
because they have expanded the boost according to (4.2). Then it was shown by Smorodinskii and Shepelev17 

and recently by Wong and Yehl8 that it can also be written as a Fourier series, i. e., in terms of the 
Freedman and Wang expression. From the Weyl coefficient paint of view, it is clear that we can also write 
D34 (0) as 

D34 (1:I) = (W3~W23W34W~~W23WI2)DI2(e)(W~~W;~W'2W;~W21W31)' (4.3) 

Then (4.3) will give the Freedman and Wang result. 

Let us now try to express the Freedman-Wang result in the form of (4.3). We have 

(~(mll + 111 42 ) Hm41 - 1n 42 ) j) (Hm41 + 1n 42 ) Hm41 - nl 42 ) l) 
d m,41 m42(8) = "6 C ( Ii ) 

jJ m ,,~(m + Il) ~(m _ 11) m exp i J.L C ~(m + 11) ±(m - jJ.) 111 

( }(mu + ",~J H11I41 - n1 42 ) i') c (Hmn + ",~J Hm41 - U1 4) i) x:0c '( ) ~(fJ. - m) '~(IJ. - m) J" 2 m + J.L /1 ~(m + J.L) jJ-

(lim" + m "J Hm41 - n1 42 ) i) (Hmo + m~J ~(m41 - m 42 ) :) :0 C 1 
Hm - /1) 111 C Hrn + 11) "'J" 2(111 + J.L) ~(J.L - 111) 

(tem" + m"J ±(m41 - m 42 ) r) (Hmu + m~J ~(rn41 - n1 42 ) ~) x exp(iejJ.)C 1 ( 
+ IJ.) 'f,(IJ.-m) jJ C Hm + IJ.) 'Hm - J.L) 2- m 
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(4.4) 

where 

c:~~ (4.5) 

Comparing (4.4) and (4.5) with (4.3), we conclude 

j\(4.6) 
rn} 

(4.6) is a remarkably simple result, though it involves the product of six Weyl coefficients. 

5. WEYL COEFFICIENTS OF SO(5) 

The d function of SO(5) has been obtained by Holman. 21 We wish to make three corrections on Holman's expression 
for the normalization factor). These can be checked either from direct calculation or from consistency arguments, 
e. g., by calculating the matrix elements of exp(iL23 {1) and showing that it must reduce to the SO(3) d function. The 
final result is 

where 

= 6 LL,15 MM, (_1)A-A' "6 (2K1 + 1)(2K2 + 1») (JmA", ;J' A ';j;jP[(2J' + 1)(2A' + 1)]1/2 

'1'2'i'2 
Kl K2 

x (Jm +Am -J -A)1 (Jm + Am -J+A +1)1 (Jm +Am +J -A +1)1 (Jm + A", +J+A +2)1 
(Jm -Am +J+A + I)! (J", -Am +J -A)l (J", -A", - J+A)I (2 J", + 2Am + 2)! 

x (2Jm-2Am+1)I(Am-Jm+A+J)! .]1/2 
(A -Jm + jl +A", - j2)! (J", - j1 +A", - j2-A)I(A +J", +Am - j1- j2 +1)1 

The Weyl coefficient W4S can be obtained from (5.1), (5.2), and (5.3) by putting (I=7T/2. 

(5.1) 

(5.2) 

(5.3) 

Again we wish to point out that (5.1) is not the only way D4S ({I) can be written. It can be written in terms of the 
subgroup SO(4), in which case D4S (e) can be expressed as a Fourier series. 

From the Weyl coefficient pOint of view, what is interesting about Holman'S expression (5.1) is that the Weyl co
efficient of SO(5) can be expressed as 9-j symbols multiplied by normalization factorials. This could be the key for 
higher SO(n) D functions. In the next section we shall show that all Weyl coefficients of SO(n) are at least express
ible as sums and products of 3-j symbols of SO(3) and normalization factorials. 

6. WEYL COEFFICIENTS OF SO(n), n > 5 
From the results of the previous three sections, we 

see that the Weyl coefficients of SO(3), SO(4), and SO(5) 
can all be expressed as sums and products of 3-j 
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I 
symbols of SO(3) and normalization factorials 0 We shall 
show in this section that this is true for all n. 

We shall prove this by using the integration method 
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of Vilenkin and Wolf. This method has the advantage 
that both the pseudo-orthogonal group SO(n, 1) and the 
compact group SO(n + 1) can be treated in the same way. 

It has been shown by Vilenkin and Wolf that the d 
matrix for SO(n, 1) or SO(n + 1) can be written as 
[Wolf, Eqs. (5.11), (5012)J 

AL _ (dimnoTdim nJ')1/2r(n/2) " 
dJL• J .(?;)- dimn-ILdimn-lL'7Tl/2r(1(n-1) Lj dimn-2M 

where for the noncompact group SO(n, 1), 

sinO . 
~ = cosh!: - cosBsmh!:, SInD 

(/ cos Bcosh!: - sinh!: 
cos = cosh!: _ cos e sinh!: . 

For the compact group SO(n + 0: !:= - io 

sine . fj' 
sin(/ , = coso + lCOS smo, 

0' _ cos e coso + is inc 
cos - cos6 + icos tJ sin6 

(6.2) 

(6.3) 

(6.4) 

Also to continue from SO(n, 1) to SO(n + 1), one should 
multiply by the phase factor W~1 of Maekawa. 22 

Now for the group SO(l1 + 1 ), n? 5, we can always 
express the diM L' (0) in (6.1) in terms of the d function 
of SO(5), which, as Holman21 has shown, can be ex
pressed in terms of the d function of 80(3). We are 
thus required to evaluate an integral of the form: 

j ' sinn-2edtJdJ (e) (Sine) AdJ' (e') 
mn sine' min' • 

o 
(6.6) 

Our purpose is to show that (6.6) can be expressed 
as sums and products of 3-j symbols of SO(3) and nor
malization factorials. To show this we first use 
Vilenkin's23 formula for the d function of 80(3): 

d J (z) = z-m-a --
. [(J_m)!(J_n)!]1/2(I+Z)1/2(m+nl 

rna (J+m)!(J+n)! l-z 

xL (i)2J(J+j)! (I-Z)J 
j (J-j)l(j-m)!(j-n)l 2 ' (6.7) 

where z = cos O. Then we use the following 
transformation: 

1 + z' = exp(- 1;)(1 + z )(cosht - sinhtz)-l, 

1 - z' = exp(t)(1 - z )(coshi; - sinhi;z )-1, 

. (1 +exp(-2t) )-1 
(cosh1;-smh!:z)-I=smh- 1 i: 1- exp(_2!;}-x 

(6.8) 

Finally putting z = - y + 1, we can evaluate the integral 
(6.6) by (3.259.2) of GR24 : 

f y v-I (u - y ),,_1 (ym + {3m)dy 

= {3m All" +v-l B(/lV)m+1F m (- A, v/m, ... (v + m -1)/m; 

(/l+v)/m, o ·(JJ.+v+m-1)/m;(-u//3)m). (£.9) 
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Since m = 1 in (6.9), we obtain a 2F1 function, with 
arguments 1 - exp(- U). The next step is to express the 
hypergeometric function by the Barnes integral rep
resentation and the Barnes lemmao 25 

dtr(a+ tlr(b + t)r(c - ([ - b - t)r(- t)(l _Z)I. 

(6.10) 

It then turns out that the summation over j and j' 
resulting from the two d functions of SO(3) can be per
formed giving two 3F2 functions with unit argument, 
which in turn, can be expressed as 3-j symbols of 
SO(3). Finally the contour integral can be performed 
by closing the contour by an infinite semicircle in the 
right half-planeo It can be checked that by Stirling's 
formula for the asymptotic behavior of the gamma 
function the integral on the semicircle vanishes. The 
integral can then be expressed as a Fourier series, 
whose coefficients are sums over the residues of two 
series of poles" Finally by putting 6 = 7T /2, we obtain 
the desired Weyl coefficient. The details of the above 
calculation for SO(3, 1) and therefore for SO(4) have 
been given elsewhere by Wong and Yeh.lB 

Another way of showing the above result is by pro-
j ection. Since for 80(n) , n> 3, the d function can 
always be expressed in terms of the d function of SO(3), 
we can calculate the Weyl coefficients by projection, 
i. eo, the Weyl coefficients can be obtained from (606) 
by evaluating the integral 

(6.11) 

where x=cose. But all the terms in (6.6) can eventual
ly be expressed as functions of (1 +x) and (I-x). Now 
USing Eq. (3), p. 284, VoL 2 of Erdelyi et al. ,26 we 
can evaluate the integral in (6.11) through 

fl 0- x)p(l + x)uP~B(x)dx 
-1 

_ 2
P

+a+1 r (p + l)r(<T+ 1) 
- r(<T+p+2) 

X 3 F 2 (-n,o- +/3+n+1,p+l,a +l,p+ <T+2,l). 

(6.12) 

Equation (6.12) is in the desired form, i.e., in terms 
of 3-j symbols of SO(3) and normalization factorials. 

7. CONCLUSION 

We have treated the representation functions of SO(n) 
from the Weyl coefficient point of view. The advantages 
are at least twofold. First, one finds that the rep
resentation function of SO(n) for aU values of fj is known 
once it is known for a particular value of e, i. e. , 
e = 7T /2. 8econd, one obtains a connection between the 
d functions of SO(n) and all its subgroups. When ap
plied to noncompact groups such as SO(3, 1), this ex
plains why there have been so many different forms 
for the boost matrix of the Lorentz group. But basical-
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ly there are two different forms: one in terms of the 
hypergeometric function (i. e. , with SO(3) as the sub
group), and the other according to the Freedman and 
Wang form, i. e., in terms of the subgroups SO(2). 

We have obtained the Weyl coefficients of SO(3), 
SO(4), and SO(5) (up to a sUbstitution). It is tempting 
to ask whether, for SO(5), it is possible to obtain a 
simple form, such as Eq. (4.6), when SO(5) is de
composed in terms of SO(3). So far we have not suc
ceeded in doing so. The problem is worth further 
studyo 

We have shown that all Weyl coefficients are ex
pressible as sums and products of 3-j symbols of 
SO(3) and normalization factorials. In the case of SO(5), 
we know from Holman's work that the Weyl coefficients 
are expressible in terms of 9-j symbols of SO(3). 
Whether this is true for higher order groups remains 
to be seen. 

Finally, we conclude that all representation functions 
of SO(n) [and U(n) as well] are ultimately expressible 
as Fourier series, whose coefficients can be explicitly 
calculated if one so wishes. 
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We show how the definitions of the classical Lie groups have to be modified in the case where Grassmann 
variables are present. In particular we construct the general linear, the special linear and the 
orthosymplectic graded Lie groups. Special attention is paid to the question of how to formulate an 
adequate "unitarity condition." 

1. INTRODUCTION 

During the last two years considerable progress has 
been made in the theory of graded Lie algebras. For 
example all complex simple graded Lie algebras are 
now known. 1-3 Furthermore, a general theory of graded 
manifolds and of graded Lie groups is going to be de
veloped. 4 ,5 Nevertheless we think that is is worthwhile 
to contruct some sequences of graded Lie groups (and 
the Lie algebras associated with them) in an elementary 
matrix notation. This is the more true since these 
matrix groups and algebras have made their appearance 
in various branches of theoretical physics (supersym
metric field theory, 6 supergravity, 7 theory of claSSical 
spinning particles 8 ). 

To begin with we describe in Sec. 2 some topics of 
the corresponding matrix algebra. All these results are 
more or less well-known, however, it might be useful 
to have them collected at one place. Section 2 also con
tains the definition of the general linear graded Lie 
groups as well as a discussion of some of their elemen
tary properties. 

The matrix algebra being established, we construct 
in Sec. 3 the special linear and the orthosymplectic 
graded Lie groups. 

To obtain "compact forms" of our groups we have to 
introduce the appropriate adjoint operations in our 
matrix algebra (Sec. 4). It turns out that there exist 
(at least) two essentially different possibilities. Using 
these operations we can construct "compact forms" by 
a unitarity condition. 

The last section contains a short discussion of our 
results as well as some final remarks. 

2. THE MATRIX ALGEBRAS M(n, m) AND THE 
GENERAL LINEAR GRADED LIE GROUPS PL(n,m) 

Let W be any (complex) vector space and let A =/\ W 
be the exterior algebra constructed over W, 

y 

A=/\ W= EEl /\ W. 
y,"o 

(2.1) 

It is well-known that /\ W is an associative Z-graded 

alWork supported by the Deutsche Forschungsgemeinschaft • 

algebra. We define 

2y 2,..1 

Ao = EEl /\ W, Al = EEl /\ W. 
r~O r;'O 

(2.2) 

The elements of Ao (resp. of AJ are called the even 
(resp. odd) elements of A. Recall that A is graded com
mutative in the sense that 

ab = (-l)"~ba, 
if a EA", , bE A 8 • 

(2.3) 

Most of our results remain valid for more general 
associative graded commutative algebras A. 

A. The algebra M(n,m) 

Now let n, m ? 1 be some natural numbers which are 
assumed to be fixed in the following. Let M(n, m) be 
the set of all block matrices of the form X = (~ P with 
a an nXn matrix and ban mXm matrix whose elements 
are taken from Ao, furthermore, ~ an n x m matrix 
and T) an m Xn matrix whose elements are taken from 
AI' More precisely, for any natural number r let 
M 2y (n, m) be the subset of M(n, m) conSisting of the 
diagonal block matrices (g ~) with elements taken from 
/\2r Wand let M 2 +1 (n,m) be the subset of M(n,m) con
sisting of the off-diagonal block matrices ~ b) with 
elements taken from /\2r+l W. Equipped with the usual 
addition and multiplication M(n, m) is an associative 
algebra, and the subspaces Mr(n,m), r?O, define a 
grading of M(n,m) in the sense that 

M(n,m)= EEl Mr(n,m), 
rOO 0 

(2.4) 

for all r, S ? 0. Every element X E M(n, m) has a unique 
decomposition 

(2.5) 

with Xy E My(n, m) (only finitely many Xy being different 
zero). The element Xr is called the (homogeneous) 
component of X of degree r. Note that Xo is a complex 
block-diagonal matrix. 

Furthermore, let us introduce a subspace M.(n, m) 
of M(n,m) as follows: 

(2.6) 
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Obviously M.(n,m) is an ideal of M(n,m). Everyele
ment X of M.(n,m) is nilpotent, i.e., there exists a 
natural number q such that xq = O. 

Next we want to transcribe the notions of transpose, 
trace, and determinant of a matrix to the graded case. 
n turns out that the ordinary definitions are not ap
propriate for our purposes. Let us begin with the 
transposition. For any matrix B we denote by I B the 
transposed matrix of B. Of course, for all X E M(n, m) 
the transposed matrix IX is also a well-defined ele
ment of M(n,m). However, if X, YE M(n,m), then in 
general 

(2.7) 

The theory of graded vector spaces and algebras sug
gests the "correct" definition. If X =(~ ;) is any ele
ment of M(n,m) we define the ;;raded transpose TX of 
Xby 

It is then easy to check that 

T(XY) = TyTX 

(2.8) 

(2.9) 

for all X, Y E M(n, m). Note, however, that in general 
TTX#.X. The situation for the trace is similar. The 
(usual) trace Tr(X) of an element X E M(n, m) is well
defind, but in general, for X, YEM(n,m) 

Tr(XY) #. Tr(YX). (2.10) 

Again the theory of graded vector spaces and algebras 
helps to cure this disease. If X = ~ ~) is any element of 
M(n, m) we define the graded trace Trg(X) of X by 

Trg(x) = Tr(a) - Tr(b). (2.11) 

It follows that 

Trg(XY) = Trg(YX) (2.12) 

for all X, Y E M(n, m). The definition of the graded de
terminant wi!! be given below. 

B. The general linear graded Lie group PL(n,m) 

Once the matrix algebra M(n, m) has been introduced 
it is evident how to define the general linear graded 
Lie ;;roup PL(n,m): This is the multiplicative subgroup 
of M(n,m) consisting of all those elements which have 
an inverse. 

To discuss the structure of PL(n, m) we remark that 
an element X E M(n, m) lies in PL(n, m) if and only if its 
component Xo of degree zero has an inverse (recall 
that Xo is a complex block-diagonal matrix). If this is 
the case, we have 

X~lXE 1 +M.(n,m). 

Now all elements of M.(n,m) are nilpotent. Hence 

exp:M.(n,m)-l +M.(n,m) 

is a bijective mapping and 

log: 1 +M+(n,m)~M+(n,m) 

(2.13) 

(2.14) 

(2,15) 

is its inverse. Both exp and log are defined by their 
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power-series expansions; problems of convergence do 
not arise since in the present situation only finitely 
many terms of these series are nonzero, [Of course, 
expX is defined for all XE M(n,m) and is an element of 
PL(n,m). J 

Let PLo(n,m) be the group of all elements of Mo(n,m) 
which have an inverse; by definition PLo(n, m) is the 
group of all block matrices (g ~ ) with a E C L(n) and b 
E CL(m). Then we conclude from our remarks made 
above that every element U E PL(n, m) has a decomposi
tion of the form 

(2.16) 

where the elements UoE PLo(n,m) and U.EM.(n,m) are 
uniquely determined. In particular PL(n,m) is the 
semidirect product of the subgroup PLo(n,m) with the 
normal subgroup 1 +M.(n,m) = exp[M.(n ,ml1. 

This decomposition turns out to be a useful tool for 
the discussion of PL(n, m) and of its subgroups. For, 
on the one hand, PLo(n,m) is an ordinary Lie group, 
On the other hand, the normal subgroup 1 + M.{n, m) is 
easily treated by purely algebraic means, using the 
bijectivity of the exponential map (2.14) as well as the 
Baker-Campbell-Hausdorff series H. In fact, if 
X, YE M+(n,m) then the series representing H(X, Y) 
breaks off after finitely many terms and we have H(X, y) 
E M+(n,m) and 

exp [H (X , y)] = (expX)(exp y). (2.17) 

It follows, for example, that every element exp(X) , 
XE M.(n,m) , has a unique decomposition of the form 

(2.1S) 

with Y j E M.(n, m), Yo even and Y1 odd, i. e., YJ E 8\"'1 
xM

2r
_
J
(n, m). 

Next we remark that the associative algebra M(n,m) 
can be converted into a Lie algebra by defining the com
mutator bracket as usual. The Lie algebra which 
emerges will be denoted by pl(n, m;A). The argument 
A (indicating the algebra A) is added in order to dis
tinguish this Lie algebra from the complex general 
linear graded Lie algebra pHn,m) which has been de
fined in Ref. 9. Recall that the elements of pl(n,m) are 
complex (n + m) x (n + m) matrices written in the same 
block form as the elements of M(n,m). The algebra 
pl(n,m;A) is obtained from pl(n,m) according to the 
well-known rule: Multiply even elements of pl{n,m) by 
even elements of A, odd elements of pl(n, m) by odd 
elements of A, and consider all finite sums of the 
matrices thus obtained. Formally this means that 

pl(n, m;A) = (Ao0 pl(n, m)o) EB (Al (9 pl(n, mU, (2.19) 

where the commutator of two elements from the right
hand side is defined by 

[b® B,d® D1 = bd® (B,D), (2.20) 

with bEA8' BEPl(n,m)8' dE A6 , DEPl(n,m)6;~' 6 
E{O,l}. The bracket < ,) denotes the graded commutator 
in pl(n, m). Note that according to this definition odd 
elements from A "commute" with odd elements from 
pl(n,m). Our discussion of the group PL(n,m) suggests 
that pl(n,m;A) is the Lie algebra to be associated with 
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the graded Lie group PL(n, m). This is the more true 
since in the case dimW<oo the group PL(n,m) is an 
ordinary Lie group and pl(n, m;A) is its Lie algebra. 

We close this section with the definition of the graded 
determinant. 10 Starting from the decomposition (2.16) 
it is not difficult to see that there exists a unique map
ping detg of PL(n,m) into Ao which has the following 
properties: 

detg(UV) = detg(U)detg(V) 

for all U, V E PL(n, m) and 

detg(expX) = exp(TrgX) 

(2.21) 

for all X E M(n, m). It should be observed that the graded 
determinant detg(U) is defined only for elements of 
PL(n,m) and not on the whole of M(n,m). 

If U = (~ ;) is an element of PL(n, m) and if U-1 = (~: p 
is its inverse then 

detg(U) = (deta) (detb') . (2.23) 

In particular we conclude that 

detgG ~) = (deta)(detb )_1 (2.24) 

(if a and b have an inverse), which is in general differ
ent from det (g ~). Finally we observe that for all 
UE PL(n,m) 

detg(TU)=detg(U), (2.25) 

where T U denotes the graded transpose of U which has 
been defined in (2.8). 

3. GRADED LIE GROUPS ASSOCIATED WITH THE 
SPECIAL LINEAR AND THE ORTHOSYMLECTIC 
GRADED LIE ALGEBRAS (COMPLEX CASE) 

Among the classical simple graded Lie algebras 103 

there exist two double sequences of algebras which are 
particularly important for applications6- 8 ; these are 
the special linear graded Lie algebras spl(n, m) and 
the orthosymplectic graded Lie algebras osp(n, m), m 
even. Using the results of the preceding section it is 
easy to define the subgroups of PL(n, m) which are to 
be associated with these algebras. 

To begin with we define the special linear graded 
Lie group SPL(n,m) by 

SPL(n,m) ={U EPL(n,m) Idetg(U) = 1} 

and a subalgebra spl(n,m;A) of pl(n,m;A) by 

spl(n, m;A) ={X E pl(n, m;A) I Trg(X) = a}. 

(3.1) 

(3.2) 

As an abbreviation let us also introduce the (ordinary) 
Lie group 

SPLo(n, m) ={U E PLo(n, m) I detg(U) = 1} (3.3) 

and the ideal spl.(n,m;A) of spl(n,m;A) by 

spl.(n, m;A) =M.(n,m) n spl(n, m;A). (3.4) 

Note that SPLo(n, m) consists of the block matrices 
(g~) with aE GL(n) , bE GL(m), det(a)=det(b). The alge
bra spl(n,m;A) is obtained from spl(n,m) in the same 
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way as pl(n,m;A) has been constructed out of pl(n,m), 
i. e. , 

From (2.22) it follows that 

exp(X)E SPL(n,m) for all XE spl(n,m;A). (3.6) 

Conversely an element U E PL(n, m) lies in SPL(n, m) if 
and only if in the decomposition (2.16) we have 

detg(Uo) ==1, Trg(U.)==0, (3.7) 

i.e., if and only if UoE SPL{n,m) and U.E spl{n,m;A). 
We conclude that spl(n,m;A) is the Lie algebra to be 
associated with the graded Lie group SPL(n, m) and 
that SPL(n, m) is the semi-direct product of the ordinary 
Lie group SPLo(n, m) with normal subgroup 
exp[spl. (n, m ;A)]. 

The orthosymplectic case is somewhat more inter
esting. In this case we suppose that m is even, m == 2r. 
Let gbe a symmetric nonsingular complex nXn matrix, 
let h be a skew-symmetric nonsingular complex 2r x 2r 
matrix, and let G be block matrix 

(3.8) 

A natural choice is 

g:=In' h== (0 1~), 
-I ° ~ . 

where 1& denotes the s x s unit matrix. 

Then the complex orthosymplectic graded Lie algebra 
osp(n, 2r)1-3.9 is isomorphic to 

osp(G) =={B E pl{n, 2r) IT BG + GB== a}, (3.9) 

where TB denotes the graded transpose of B [see (2.8)J. 
Similarly we define the orthosymplectic graded Lie 
group OSP(G) by 

OSP(G) =={u E PL(n, 2r) I TUGU = G} (3.10) 

and a subalgebra osp(G;A) of pl(n, 2r;A) by 

osp(G;A) =={X E pl(n, 2r;A) I TXG + GX == a}. (3.11) 

Furthermore we introduce the ordinary Lie group 

(3.12) 

[this group is isomorphic to O(n, e) XSP(2r, e)J and the 
ideal osp.(G;A) of osp(G;A) 

osp.(G;A) ==M.(n, 2r) n sp(G;A). 

The equation TUGU == G yields 

detg(U) =± 1 for all U E OSP(G). 

(3.13) 

(3.14) 

For any X == ~ f) E pi (n, 2r;A) the condition TXG + GX == ° 
is equivalent to 

tag+ga=O, 

tbh+ hb =0, 

t ~g + hTj == 0 • 

(3.15) 

The following discussion is now completely analogous 
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to the one for SPL o First we have 

Next it is easy to see that 

exp(XlE: OSP(G) for all XE osp(G;A). (3.17) 

Finally an element U E PL(n, 2r) lies in OSP(G) if and 
only if in the decomposition (2.16) we have 

(3.18) 

Hence osp(G;A) is the Lie algebra to be associated with 
the graded Lie group OSP(G). [Let us stress once again 
that for dim W < 00 the group OSP (G) is an ordinary Lie 
group and ihat osp(G;A) is its Lie algebra.] Further
more, we see that OSP(G) is the semidirect product of 
the ordinary Lie group OSPo(G) with the normal sub
group exp(osp+(G;A)L 

The elements of OSP(G) may also be described by the 
properties of their Cayley transform. In fact, let 
U E PL(n, 2r) and suppose that the Cayley transform 
S = (1 - U)(l + U)-l does exist. Then U is an element of 
OSP(G) if and only if S is an element of the Lie algebra 
osp(G;A). 

4. ADJOINT OPERATIONS IN M(n,m) AND 
"COMPACT FORMS" OF THE GRADED LIE GROUPS 

Our next aim is to construct certain "compact forms" 
of the graded Lie groups which we have obtained above, 
These "compact forms" will be characterized by a 
"unitarity condition." Hence we shall consider first 
some adj oint operations in the algebra M(n, m). 

To begin with we choose an adjoint operation (of the 
first kind) in the algebra Ao This is a semilinear map
ping a ~ a* of A into itself which satisfies 

and 

(ab)* = b*(I* 

a** = ([, 

for all {/,bf:A. It follows that 1*=1, 

(4.1) 

(402) 

(4.3) 

To construct such an adjoint operation, we may 
choose any semilinear mapping y - y* of W onto itself 
which satisfies .v** = Y (i. e., an involution of the first 
kind). Then there exists a unique adjoint operation of 
A which extends this involution 0 

Given the adjoint operation a - a* of A we define as 
usual an adjoint operation X - X+ of M(n, rid by 

X+= tX* for all Xc::. M(n,m), (4.4) 

Indeed, X - X+ is a semilinear mapping of 1'v1(n, Ill) into 
itself which satisfies 

for all X, Yrc .\!I(l/,m). 

(4.5) 

(4.6) 

Of course, all this is well known and is included only 
in order to contrast it with a second type of adjoint 
operations in M(n,m) that will be discussed next. To 
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define these operations we start with an adjoint operation 
"of the second kind" in the algebra A. This is a semi
linear mapping a- W of A into itself which satisfies 

and 

(ab)" = a"bx , 

(;"X = (- 1» C 

(4.7) 

(4.8) 

(4.9) 

for all (f,b A and CECA,; yc:{O,l}. Note that 1"=1. 

Such an operation does not necessarily exist. How
ever, if the dimension of W is even (which includes the 
case where dim W is infinite), then the following con
struction is possible. Choose any semilinear mapping 
y - yX of W onto itself which satisfies yXX = - y (i. e. , 
an involution of the second kind; it is well-known that 
this yields the structure of a quaternionic vector space 
on W). Then there exists a unique adj oint operation of 
the second kind in A which extends this involution. 

Suppose now that the operation a- aX is given. Then 
we define an adj oint operation X - X* in M (n, m) by 

X'= TX" for all Xc :"I(n,m) (4.10) 

(where T X denotes the graded transpose of X). In fact, 
it is easy to see that X - X' is indeed a semilinear map
ping which satisfies 

(XY)"= Y'X' 

X'''=X 

(4.11) 

(4.12) 

for all X, YEM(n,m). Note the close connection of 
this operation with the grade adjoint operations as de
fined in Ref. 11. The definitions (4.4) and (4.10) are 
easily generalized to give an adjoint operation with 
respect to some indefinite Hermitian scalar product. 

It is now obvious to define the unitary {{yaded Lie 
{{roups UP L(n, m) [and, similarly, the special wzil m'y 
graded Lie groups USPL(n,m)1. In fact, we introduce 
the subgroup UPL(n,m) of PL(n,m) by 

UPL(n,m)={UEPL(n,m)IW=U-1
}, (4.13) 

the real subalgebra upl(n,m;A) of pl(n,nz;A) by 

upl(n, m;A) ={X E pl(n,m;A) IX+ = - X}, 

the ordinary real Lie group UPLo(n, m) by 

UPLo(n, 111) ={U E:: PLo(n, 111) I U+ = U- 1
}, 

and an ideal upl. (11 , lIZ ;A) of upl (11, III ;A) by 

(4.14) 

(4.15) 

upl.(n, 111 ;A) = ,'\!I.(n ,m) It Upl(l1 , m ;A). (4.16) 

As in the preceding section we conclude then that 
upl(n, In ;A) is the Lie algebra associated with the group 
UPL(n, m). Furthermore, this group is the semidirect 
product of the ordinary Lie group UPLo(ll,m) [which is 
isomorphic to U(n) x U(m)] with the normal subgroup 
exp(upl.ln, 111 ;A». Finally, if U is any element of 
PL(n, nd whose Cayley transform 5 does exist then U 
belongs to UPL(Il, m) if and only if S lies in Upl(lI, Nt ;A). 

Literally the same discussion can be carried out if 
we work with the adjoint operation X - X* instead of 
X - X+. Hence we obtain two different types of unitary 
graded Lie groups. At present we do not know of any 
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connection between these two cases. Dealing with the 
unitary graded Lie groups one might prefer the adjoint 
operation X - X+ however. 

In the construction of a "compact form" of the ortho
symplectic groups only the adjoint operation X - r will 
work. The reason is that on the graded Lie algebra 
osp(n,2r) there does not exist an adj oint operation de
fining a compact form of the Lie algebra osp(n, 2r)o 
"'O(n) xsp(2r) (see Ref. 11). 

Let us now construct a "compact form" of the ortho
symplectic group OSP(G). To avoid the possible com
plication of having to modify our definition of the ad
joint operation we shall assume that the (complex) me
tric matrix G = ~ ~) is unitary. Then it is easy to see 
that the adjoint operation X - X' (which is assumed to 
exist) maps OSP(G) and osp(G;A) into themselves. 

Hence we define the group 

UOSP(G) ={ U E: PL(n, 2r) I TUGU = G, U' = U-l
} , (4.17) 

the Lie algebra. 

uosp(G;A) ={X E: pl(n, 2r;A) I TXG + GX= 0, r = - X} 

(4.18) 

and, similarly to the earlier cases, the ordinary Lie 
group UOSPo(G) and the ideal uosp+(G;A). 

Then uosp(G;A) [which is a real form of osp(G;A)] is 
the Lie algebra associated with the group UOSP(G) and 
this group is, once again, the semidirect product of 
the ordinary Lie group UOSPo(G) [which is isomorphic 
to the compact Lie group 0(1l)XSP(2r)] with the normal 
subgroup exp(uosp.(G;A)). Of course, for fixed dimen
sions n, 2r all the groups UOSP(G) (with G unitary) are 
isomorphic. 

5. CONCLUSION 

In this work we have constructed the general linear, 
the special linear, and the orthosymplectic graded Lie 
group, their "compact forms," and the corresponding 
Lie algebras. The "parameters" were taken from an 
exterior algebra A = f W. To prepare our constructions 
we have first extended the usual matrix operations to 
the algebra ,\[(11, 111). Once this had been done we could 
proceed as in the ordinary cases. All the graded Lie 
groups that we have obtained are semidirect products 
of an ordinary Lie group with a normal subgroup that 
"depends only on the Grassmann variables". It should 
be stressed that in the case dim W < oC our groups are 
ordinary Lie groups. In the construction of "compact 
forms" two special features make their appearance. 
First, we find two types of adjoint operations and, con
sequently, two types of unitary groups. Second, in this 
construction it is not the real forms of the graded Lie 
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algebras which are important but rather the adjoint 
resp. grade adjoint opeations as defined in ReI, lL In 
fact, in the orthosymplectic case a real form of 
osp(n,2r) containing a compact form of the complex 
Lie algebra osp(n, 2r)o '" o(n) x sp(2r) does not even exist. 

We would like to suggest to the reader to consider 
the group OSP(I,2) as an example. In fact, in this case 
everything can be worked out explicitly in a trivial 
way. 

It is obvious from our considerations that the defini
tions of the general linear, the special linear and the 
orthosymplectic graded Lie groups are completely 
analogous to those of the general linear, the special 
linear, and the orthogonaP2 and symplectic Lie groups, 
respectively. The same holds true for the "compact 
forms" apart from the fact that two different types of 
unitarity conditions are possible. 

From the multitude of questions which are suggested 
by this work let us only mention the following. Is there 
any connection between the two types of unitary graded 
Lie groups? What is the bearing of the unitary graded 
Lie groups on the representation theory of graded Lie 
groups? 13 
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Asymptotic simplicity is stablea) 

Robert Geroch and 8asilis C. Xanthopoulos 

Laboratory for Astrophysics and Space Research, 933 E. 56th Street, Chicago, Illinois 60637 

Consider an asymptotically simple solution of Einstein's equation. It is shown that any internally 
generated, first-order perturbation of the metric, as a consequence of the linearized Einstein equation, 
preserves asymptotic simplicity to first order. 

1. INTRODUCTION 
There is available l in general relativity the notion of 

an asymptotically simple space-time. The definition 
requires, roughly speaking, ~hat it be possible to attach 
to the space-time manifold M a boundary "at null in
finity" such that a certain conformal rescaling of the 
physical metric gab results in a metric having a smooth 
extension to that boundary, and such that the corre
sponding conformal factor have specified asymptotic 
behavior, i. e., specified behavior on that boundary. 

It is intended that asymptotic Simplicity capture the 
physical idea that one has an isolated system-that in 
particular any deviations of the space-time metric 
from flatness can in some sense be attributed to the 
presence of that system. Thus, for example, it is a 
consequence of the definition that the space-time metric 
approach a flat metric in the asymptotic limit far from 
the system. There are essentially two pieces of evidence 
that the detailed definition is in fact an appropriate one 
for the physics it is intended to represent. First, as
ymptotic simplicity has turned out to provide a partic
ularly natural framework for a number of important 
and useful notions in general relativity: Bondi energy
momentum,2 radiation fields and in particular their 
peeling behavior, the Newman-Penrose conserved 
quantities,3 cosmic censorship and the global structure 
of black holes, ,j the BMS asymptotic symmetry group, 
etc" Second, it has been found that various known exact 
solutions which seem intuitively to represent "isolated 
systems" -such as Minkowski space, the Schwarzs
child, Kerr, and certain Weyl solutions (all with ap
propriate sources)-in fact satsify the conditions for 
asymptotic simplicity. Unfortunately, this evidence 
taken as a whole is perhaps not as strong as one would 
like. In particular, as a result of the relative scarcity 
of known exact solutions of Einstein's equation, the 
class of examples on which one can test the definition 
is not larp;e. Thus, for example, even though the for
malism is to provide the basic framework for the de
scription of radiation in general relativity, there is no 
known exact, radiating, asymptotically Simple solution 
of Einstein's equation. 

We here consider a third test of the definition. Con
sider an asymptotically simple solution of Einstein's 
equation, with bounded source. Let there be introduced 
a first-order perturbation of the metriC, generated, 
say, from a bounded source. Then, as a consequence of 

alSupported in part by the National Science Foundation under 
contract number PHY 76-81102 with the University of 
Chicago, 

the linearized Einstein equation, this perturbation will 
radiate to infinity. One can now ask whether, under 
this arrangement, asymptotic simpliCity will continue 
to be satisfied to first order in the perturbation, 2 One 
is asking, then, whether asymptotic simplicity is stable 
in a certain sense. 5 One is vastly enlarging the class 
of examples on which to test the definition, at the 
price of carrying out that test only to first order. 6 

Were asymptotic Simplicity unstable to such internally 
generated perturbations, then the definition would pre
sumably have to be modified. We shall show stability. 

Our result has a couple of other implications. Each of 
the various asymptotic constructions can be carried 
out only in the presence of a certain degree of smooth
ness of the conformally scaled metric. The Newman
Penrose quantities, for example, require C5

, The issue 
of which of these constructions are likely to have 
physical Significance thus becomes: What degree of 
smoothness is phYSically realistic? It appears to be 
difficult to answer this question directly, for the 
translation of "the unphysical metric is n times con
tinuously differentiable" in terms of the physical metric 
results in an awkward statement having little direct 
physicalmeaningo The present result will rather sug
gest that a reasonable differentiability condition on the 
conformally scaled metric is "C"''' 0 Second, we provide 
a gauge for the metric perturbation along with a guar
antee that, in this gauge, the perturbation will be well
behaved asymptotically 0 It is easy to derive from this 
other gauges within which one can work, and to show 
that in certain other gauges one cannot work, in 
"linearizing" various asymptotic constructions. 

2. THE STABILITY THEOREM 

Let M, iab be a space-time, i.e" M is a smooth 
(C~) 4-manifold and g, is a smooth metric of Lorentz 

~ av 
signature on M, This space-time is said to be asymp-
totically simple? if there exists a smooth manifold with 
boundary, M = M U I, consisting of M with boundary I 
attached, together with a smooth Lorentz metric gab on 
M and a smooth scalar field n on M, such that: 

1, On M, gab = n2gab . 
2. At points of I, n vanishes and its gradient is non

zero and null. 

3. Every maximally extended null geodesic in M has, 
in lVl, two end points on I. 

The first condition requires that the unphysical met
ric, gab' be a conformal scaling of the physical, gab; 
the second specifies the asymptotic behavior of the con-

714 J. Math. Phys. 19(3), March 1978 0022-2488/78/1903-0714$1,00 © 1978 American Institute of Physics 714 



                                                                                                                                    

formal factor (essentially, that n vanish asymptotically 
"as l/r"); the third ensures that the entire boundary at 
null infinity has been attached to M in obtaining M. 

We shall be concerned principally with regions in 
which the physical metric, gab' satisfies Einstein's 
equation with zero source. This equation, expressed in 
terms of the unphysical metric gab using condition 1, 
is 

QRab + 2Vanb + (v mnm - 3Q-1nmnm)gab = 0, (1) 

where indices are raised and lowered with gab and its 
inverse, Va is the derivative operator compatible with 
gab' Rab is its Ricci tensor, a and where we have set 
na=Van. 

Let rab be a first-order perturbation of the physical 
metric, gab' The linearized Einstein equation on rab , 
expressed in terms of the corresponding perturbation, 
Yab = n2 yab , of the unphysical metric, is 

V2Yab = 2V (a VmYhlm - Va V bym m - 2Rambn ymn + 2Rm (aYblm 

(2) 

where V 2=g"bVaV b . We have the freedom to perform 
gauge t,Eansformations: The fields Yab and Yab +V(atbP 
where ~b is any vector field on M, represent the same 
physical perturbation. In terms of unphysical fields, a 
gauge transformation replaces Yab by 

A symmetric Yab on an asymptotically simple space
time will be said to be asymptotically regular if Yah 
= n2Yab has smooth extension from M to M and, under 
this extension, Yabnanb vanishes at I. These conditions 
will be recognized as the linearizations of the conditions 
in the definition of asymptotic simplicity, i. e., they 
guarantee that "asymptotic simplicity is preserved to 
the first order in the perturbation. "Indeed, condition 
1 is reflected in the definition of Yah; the vanishing of 
n and the nonvanishing of its gradient at I in condition 
2 are metric-independent; the nullness of the gradient 
of n in condition 2 is reflected in the vanishing of 
yabnanb; that condition 3 be preserved to first order 
follows from the others, since null geodesics are con
formally invariant. 9 

Our res ult is: 

Theorem: Let M, gab be an asymptotically simple 
space-time (with M, I, gb,n), and let Y b be a smooth a _ a 

symmetric tensor field on M. Let, in some neighbor
hood of I, gab satisfy Einstein'S equation with zero 
source and "Yab the linearized Einstein equation. Let 
Yab vanis~ outside of some compact subset of some 
slice of M. Then, possibly after a gauge transforma
tion, Yah is asymptotically regular. 2 

That Yab satisfy the linearized Einstein equation, i.e., 
that Yab satisfy (2), in a neighborhood of I ensures that 
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the perturbation field reaching I will be "a true radia
tion field, which evolved to I from within the space
time." The theorem is, of course, false without this 
condition: Choose, in Minkowski space-time, any rab 

very badly behaved asymptotically. The condition that 
Yab vanish outside a compact subset of a slice prevents 
one from sending in y-radiation from past infinity 
whose intensity increases into the future. Such radia
tion would "pile up" on future infinity, and could (e. g. , 
in Minkowski space-time) destroy asymptotic regularity 
there. The theorem would also be false without "after 
a gauge transform,:!ion": E. g., Yab = V (a~bl in Minkowski 
space-time, with ~b badly behaved asymptotically, will 
not be asymptotically regular. We shall actually prove 
slightly more than is stated in the theorem, namely 
that, possibly after a gauge transformation, one can 
have not only asymptotic regularity, but even the van
ishing of Yab at I, with, furthermore, yamnm vanishing one 
order faster and Y mnnmn" vanishing one order faster 
still. That is to say, the metric perturbation can be 
made to satisfy somewhat stronger peeling conditions 
than one might a priori have expected. 

Statements analogous to that of the theorem can be 
made for other fields. For the conformally invariant 
fields, the analogous statements are both true and 
easy to prove. We sketch, for the scalar case [(v2 -iR) 
Cp = 0 l, the proof. 2 Let asymptotically simple M, gab 
be given. First fix an extension of the manifold with 
boundary M through its boundary I to a manifold without 
boundary M, and smooth extensions of gab and n to M. 
Then na = van is, at I, a nonzero null normal to I, and 
in particular is tangent to I. Let p be any point of, say, 
future null infinity, r (Fig. 1). The integral curve of 
- na from p is directed into the past, and remains in J+ • 
Since Cp vanishes outside a compact subset of a slice, 
this integral curve will eventually reach a point q of r 
in some neighborhood of which Cp vanishes. Fix a small 
neighborhood S in r of this segment of the integral 
curve between p and q, so S is a null 3-submanifold of 
if. We next "tip" S slightly to obtain a spacelike 3-
submanifold So, as shown in the figure, which meets 
q and which is well away from any source for Cp. Since 
our equation on 7p is conformally invariant, we have, 
on cp=rt"lCp, the equation (V2 -{R)cp=0. By construc
tion, Cp vanishes in a neighborhood of So n I, i. e., Q is 
bounded away from zero in the intersection of the sup
port of Cp and So. Hence, <p and its first normal deriva
tive on So, the initial data for our wave equation, will 

FIG. 1. The geometrical 
arrangement for establishing 
smoothness of certain fields 
at I. The null, three-dimen
sional surface 5 lies in future 
null infinity r, while 50 is a 
nearby spacelike submani
fold passing through point q. 
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be smooth on So' We thus have smooth initial data on 
So for a field satisfying an equation with a well-posed 
initial-value formulation, and so, since P is in the 
future domain of dependence of So in :11, ({J must be 
smooth at p. Since p on I is arbitrary, asymptotic 
regularity (meaning, for this case, smoothness of ({J at 
I) follows. The situation for other fields, and for cer
tain coupled fields, is discussed in Sec. 4. 

The idea is to prove the theorem for the present case, 
gravitation, by an argument similar to that above. What 
makes the gravitational case more difficult than the 
scalar is two features: (i) The equation for the per
turbation is not conformally invariant, and (ii) one 
must show regularity of the "potential," Yab' and not 
just the "field," or, what is the same thing, one must 
contend with the freedom of gauge transformations. In 
more detail, what one must do is find a set of fields 
constructed from (say, linear in) Yab ' together with a 
set of gauge conditions on Yab' such that the following 
conditions are satisfied: (i) Smoothness of the fields at 
I implies asymptotic regularity, (ii) the gauge condi
tions can in fact be realized by means of a gauge trans
formation (3), and (iii) when Eq. (2) is rewritten, pos
sibly using the gauge conditions, as a system of dif
ferential equations on these fields, the resulting system 
admits a well-posed initial-value formulation in some 
sense which makes the proof work. The exhibition of a 
set of fields and gauge conditions with these three 
properties, we claim, will complete the prooL 

It turns out that the choice of fields and of gauge con
ditions is a rather delicate business. Suppose, for ex
ample, that one made the obvious choice: Let the field 
be )Iab itself, and impose on Yab its Lorentz gauge con
dition, \7m(Yam - tY~pgam) =0. Then Eq. (2), since the 
first terms on the right now vanish, is a hyperbolic 
differential equation for Yab . Unfortunately, this equa
tion does not have a well-posed initial-value formula
tion in the necessary sense, for some coefficients on 
the right involve inverse powers of n, while we must 
apply the equation in a region of M in which n goes 
through zero. One might therefore proceed by intro
ducing additional fields in which these inverse powers 
are incorporated, e.g., for the last term on the right, 
the field u = sr2 Y mnnmnn, in terms of which this last 
term becomes simply 6 u gab' Now, however, we re
quire an equation for u. Contracting (2) with nanb, we 
indeed obtain an expression for \72 u in terms of our 
fields and their first derivatives, but, again, more 
terms in inverse powers of n appear. One might there
fore introduce additional fields and/or further gauge 
conditions. As far as we are aware, this process does 
not terminate. Our naive initial choice, in short, does 
not work~ 

3. THE PERTURBATION FIELDS 

A choice which, as we shall show, does work is the 
following. Let the fields be 

a= n-1 (nmT m + i;nm\7 m T + itT), 

and let the gauge conditions be 
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(4) 

Y.=\7mTam -\7aT- 3Ta=0, (5) 

(nm \7 m +i nR + if)\72 T 

= f2 RfT - tT\72f - -}RnmT
m 

+ 4n-1C.mbn Tmnn·nb , (6) 

where we have set f= fr1 nana , C.mbn is the Weyl tensor. 

We now claim that these fields and these gauge con
ditions do satisfy the three properties required in the 
previous section. Indeed, the first condition (that 
smoothness of the fields implies asymptotic regularity) 
is immediate, since smoothness of Tab alone implies 
smoothness of (and also vanishing of) Y.

b 
at I, so, 

vanishing of nanbYab at I too. For the second condition 
(realizability of the gauge conditions), we first compute, 
from (3), the changes in the fields Y. and T under a 
gauge transformation: 

(7) 

OT=n\7m~m -2nm~m. (8) 

Taking the trace of (2), substituting (5), we obtain 
\7 a (n-1)'a) = 0, Hence, from (7), one can always find a 
gauge vector ~. such that)' a = 0, i. e., such that our 
gauge condition (5) is satisfied ,10 We must still realize 
(6). The gauge condition (5) is preserved by any further 
gauge transformation (3) with ~. =\7.~. We now demand 
of this scalar field ~ that (6) be satisfied. There re
sults, by (8) and (3), a differential equation of the 
form: 

(nm\7 m + i nR + i f)[ \72[n2 (\72 -} R)(n-1~)]1 

= terms involving ~ only linearly in its value and the 
values of its first two derivatives. 

(9) 

But this equation admits a solution ~, by the Appendix. 
[Let, for application of that theorem, the fields be F1 
=n-1~, F2=\7Fl' F3=\7F2' F4= n 2 (\7 2-iR) Fl' F5 
=\7F4 , and HI =\72F4 • The equations for the F's are 
those which result from these definitions; for Hi> Eq. 
(9).] We conclude, then, that our gauge conditions, (5) 
and (6), can in fact be realized by means of a gauge 
transformation. 

There remains only the verification of the third con
dition [that our fields (4) satisfy, under (5) and (6), 
equations with a well-posed initial-value formulation]. 
The situation here is, of course, somewhat more 
delicate than that of the previous paragraph: Whereas 
the gauge conditions need only be imposed in the phys
ical space-time, the present initial-value formulation 
must be applicable in the extended unphysical space
time, i. e" even as n goes through zero. We claim 
that, from (2) USing (5) and (6), the fields (4) satisfy 
the following system of equations: 

\72 Tab = \7. \7b T + 4\7 (. Tbl - 2Cambn rmn - iRTab 

+ hRTgab - tTR.b + 2Rm(a Tblm - 2 agab , 

\72Ta = 2\7 a a+ tRam \7m T + 72 R\7 aT - Rmn\7 m Tan - tTab \7bR 

+ 2Tmn\7(mRaln + 2TmRam + tRT. +} T\7.R, 

\72a= - tRmn\7 m \7 n T - 2Rmn\7 m Tn -12 (\7mR)(\7 m T) + R a 

+{z R2T - tT abRa mRbm - ~Tm\7 mR. 
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Indeed, (10) follows from (2), eliminating rab' using 
(4) and then using the gauge condition (5). Equation (11) 
follows from (10), contracting with nb

; and (12) in turn 
from (11), contracting with na and using the gauge con
dition (6). We next claim that the system of equations 
(10), (11), (6), and (12) for the respective fields (4) has 
a well-posed initial-value formulation. First note that 
all of the coefficient fields on the right in these equa
tions are smooth in the extended unphysical space-time: 
Smoothness of f follows from the definition of asymp
totic Simplicity; of n-lCabCdnd by taking the curl of (1). 
But we now have a system to which the Appendix is 
applicable. Let, for that theorem, the fields be FI 
= Tab' F2 =Ta , F 3 =a, F4 =T, F,=\lF4 , and HI=\l2F4' 
The equations for PI' F 2, F 3, and HI are (10), (11), 
(12), and (6), respectively, while the equations for F4 
and P" come from the definition of HI' By the Appendix, 
then, our system has a well-posed initial-value 
formu lation 0 

This completes the proof of the theorem. 

The present choices of perturbation fields and gauge 
conditions are rather complicated. We describe briefly 
how these choices arise. First, one knows that, in an 
asymptotically simple space-time, the value of the 
unphysical metric gab at 1 is purely kinematical, i. e., 
that it tells one nothing about the particular space
time under consideration. This observation suggests 
that one demand that the perturbation, rab , of the un
physical metric vanish at 1, i. e., that one choose for 
one's perturbation field the Tab given in (4). Replacing 
rab in (2) in favor of Tab' and eliminating divergences of 
Tab in favor of Ya' one obtains (lO)-but with some addi
tional terms on the right involving negative powers of 
no These terms can, however, be eliminated by the 
gauge choice (5)-a choice further suggested by the 
observation that if Tab and n-IY a are smooth at 1 under 
some gauge choice, then (5) will not destroy smooth
ness of Tab' We now have our equation, (10), for Tdb • 

an equation which, however, has two unsatisfactory 
features: (i) Its right side involves Ta and a, fields the 
smoothness of which does not follow from that of Tab' 

and (ii) its right Side involves second derivatives of 
T, whence the equation is not even hyperbolic. The 
resolution of (il is to introduce Ta and a as fields in 
their own right, subj ect to their own equations. On Ta' 
one has Eq. (11), and so there remains only the intro
duction of an equation on a and the resolution of (ii). 
Contracting (11) with na , we obtain the equation given 
by the sum of (12) and - 2n times (6L One now wishes 
to resolve this equation into two, by separating its 
terms into two groups and equating each group to zero, 
One of these equations is to be a gauge condition and 
the equation for T [ultimately, (6)]; the other, the equa
tion for a [ultimate ly, (12) J. This grouping of terms, 
however, must be carried out in such a way that the 
Appendix be applicable, i, e., such that (il only t.,rms 
having an external factor of n be grouped with "n\l2a," 
in order that the \l2a equation have smooth coefficients 
on the right, and (ii) no terms involving derivatives of 
our fields be grouped with "(nm\lm +inR +ir)\l2T," in 
order that the presence of second derivatives of T in 
(10) not destroy hyperbolicity. But such a grouping 
turns out to be possible. (There are many.J 
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4. CONCLUSION 

Statements analogous to that of the theorem of Sec. 2 
can be formulated for fields other than gravitation. 
Their general form is that, given the field satisfying 
its equation, then, subject to suitable global safeguards, 
an appropriate unphysical (i. e., rescaled) version of the 
physical field admits a smooth extension to 10 As we 
have seen in Sec. 2, for the conformally invariant fields 
(scalar, neutrino, electromagnetic-there are, of 
course, no higher spin fields in curved space-times), 
these statements are true. A similar argument works 
for the conformally noninvariant, mass-zero scalar 
field (V2(j; = O},ll For the case of the various massive 
fields (spins 0, i, and 1), the situation is less clear. 
One would have expected, both on physical grounds 
(massive particles cannot reach null infinity) and from 
an examination of behavior in Minkowski space, that, 
not only would ~uch fields be asymptotically regular, 
but also that the unphysical field itself would vanish on 
I, However, a naive attempt to adapt the present argu
ments to these cases fails, The mass-term acquires, 
under the conformal transformation, a coefficient in
volving a negative power of n, while there seems to be 
no obvious mechanism for eliminating ito Thus, while 
surely asymptotic regularity must hold for these mas
sive fields, a proof is apparently lacking, 

One can also formulate statements analogous to that 
of the theorem for various systems of coupled fields" 
The general rule seems to be that the equations used 
to show asymptotic regularity of the individual non
interacting fields, when modified to include the coupling 
terms, suffice to show asymptotic regularity of the 
system of interacting fields, Consider, as an example, 
the coupled Einstein-Maxwell system, Since the Max
well stress-energy has vanishing trace, one can still 
impose the gauge condition (5) on the gravitational 
perturbation, Impose also (6). Then the system of 
equations for the gravitational perturbation, (6), (10), 
(11), and (12), is modified only by the inclusion of addi
tional terms on the right involving the background 
Maxwell field and its perturbation, Similarly, as a con
sequence of Maxwell's equations, the perturbation of 
the Maxwell field satisfies an equation in which only the 
perturbation of the gravitational field and its derivative 
appear on the right. No coefficients on the right of 
either equation, however, involve inverse powers of 
n, i.e" these coefficients are smooth at 1. The result, 
then, is a system of equations on the unphysical per
turbations to which the Appendix is again applicable, 
One thus shows asymptotic regularity for this system. 
One can apparently treat in a similar way more com
plicated coupled systems. There is, however, one 
anomalous case: that of the coupled Einstein-conformal
ly invariant scalar field. The problem here is that the 
stress-energy of the scalar field involves second de
rivatives of that field, whence, since that stress-en
ergy appears on the right in the gravitational equations, 
one does not even obtain a hyperbolic systemo This dif
ficulty, however, seems to be inherent in the structure 
of conformally invariant scalar fields: Indeed, it is ap
parently not known whether the coupled Einstein-con
formally invariant scalar system admits a well-posed 
initial-value formulation in the physical space-time. 
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We have here treated only the case of first-order 
perturbations in the gravitational case, i. e" it is only 
to this order that we have shown preservation of as
ymptotic simplicity 0 One might imagine looking for a 
generalization to the full non-linear case. It seems, 
however, to be difficult to even formulate the question 0 

One might, for example, try to introduce a suitable 
topology on a space of initial-data sets for Einstein's 
equation, and then attempt to show that, in this topology, 
the collection of initial-data sets which evolve to an 
asymptotically simple space-time is open. The prob
lem seems to be that, given the nonlinear character of 
Einstein's equation, it is extremely difficult to charac
terize structural properties of the evolved space-
time in terms of just the initial data. A much more 
tractable question would be to ask whether or not as
ymptotic simplicity is preserved in the gravitational 
case to orders higher than the first. It seems likely that 
one could obtain a positive result to any given order n, 
although-at least in the absence of some understanding 
of what makes the first-order case work-the computa
tions, even at the second order, will become extremely 
messy. 

The present choice of fields and gauge-conditions is 
rather complicated-and in particular this choice 
seems to shed little light on why any choice at all 
should work or how asymptotic simplicity came to en
joy this stability property 0 The discussion at the end of 
Sec. 3 suggests that at least to some extent these com
plications are inherent in the problem. But Einstein's 
equation is basically so simple: There must be some 
way to see what mechanism is operating here. 
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APPENDIX 

Theorem: Let M, gab be a smooth (C"') space-time, 
t a smooth scalar field on M which has everywhere 
timelike gradient and which assumes all values in the 
interval (- 1, + 1), and na a smooth vector field on M 

with naVal < O. Let it be the case that along every maxi
mally extended time like curve in M and along every 
maximally extended na-integral curve in M, I assumes 
all values in (-1, + l). 

Consider, on tensor fields Fl'" 0 ,Fp and Hl"" ,H. 
on M, the following system of partial differential 
equations: 

V2Fi ={I, Fm,Hn, V Fm, VHn} (i =1, ... ,p), (AI) 

n"VaHJ={l,Fm,HJ (j=I, ••• ,q), (A2) 

where V denotes the gab -derivative operator, V2 the 
gab -wave operator, and where the curly brackets on the 
right denote linear combinations (possibly different 
combinations for each i and j), with coefficients given 
smooth fields on M, of the enclosed fields 0 

Then this system of equations has a well-posed initial
value formulation, in the following sense: Given smooth 
values for the F's and their first normal derivatives, 
and for the H's, on the spacelike 3-submanifold So 
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given by t = 0, there is a unique smooth solution of (A1) 
and (A2) on M which induces on So this initial data, 

The conditions of the first paragrah require essential
ly that the submanifolds of constant t be space like , 
transverse to na , and finally suitable initial-value sur
faces for our system of equations, The proof is a 
standard iteration argument using Sobelev spaces. We 
merely sketch it. 

For any -1 < a < 0 < b < +1, denote t- 1 [a, b 1 by Ua •
b

• 

Fix any smooth positive-definite metric on M. Denote 
by W:.

b
, where k is any nonnegative integer, the 

Sobelev spaces of index k in Ua.b' i. e., the Banach 
spaces of tensor fields of various ranks defined in U .. b , 

where the norm takes the integral over Ua•
b 

of the 
sum of squares, using the positive-definite metric, 
of the fields and their first k derivatives .12 The solu
tion at any point of M will depend only on the initial 
data in a compact subset of So, and the coefficients 
on the right in (Al) and (A2) in a compact subset of 
IvL No generality is lost, therefore, by assuming that 
M is an open submanifold with compact closure of 
a larger manifold, that the metrics, n", t, the co
efficients on the right in (A1) and (A2), and the initial 
data are induced from corresponding fields in this 
larger manifold, and that the conditions of the first 
paragraph of the theorem are there satisfied, Fix 
sufficiently large k. 

Consider first the system which results from (Al) and 
(A2) by restricting to Ua '

b 
and replaCing the right sides 

with given fields fi in W::~ and hJ in W:'b' respectively> 
Then, with our given initial data, this system has a 
unique solution (Fi ,HJ)E W:'b' 7 Furthermore, there is 
a constant c, depending only on the metrics, n", and t, 
such that, for (F;' ,H/) the solution for right sides 
U;',h/), 

\IF;' - Fill ~ c(b - (1)\11;' - f/II, 

IIH/ - HJII ~ c(b - a)llh/ - hjll, (A3) 

where the norms are in the appropriate Sobelev 
spaces. 

We next note that, for (FpH
J

) in Wak.b' the right sides 
of (Al) (resp., of (A2» are in W::! (respo, in W~'b) and 
that the norms in these SObelev spaces of the respec
tive differences of these right sides for (F/ ' H/) and 
(Fp H

J
) do not exceed d II (F;' ,H/) - (FpHJ)II, for some 

constant d. Choose (b - a) sufficiently small that 
dc(b - a) < 1 0 Denote by W the Sobelev space of (Ft , H) 
in w:.

b
• Let >b be t~ mapping, whose existence is now 

guaranteed, from W to W which sends (FpH
J

) to that 
(F,H)-pair which solves (Al) and (A2) with the right 
sides evaluated on the given (F i , H

J
). Our choice of 

(b - a) ensures that this 'P is a contraction mapping on 
the Banach space W. Hence, there is a fixed poinL 

We conclude, then, that for sufficiently small (II - a) 
[this size determined by the metrics, t, na , and the 
coefficients in (A1) and (A2)], there is a unique solution 
of (Al), (A2) in Wak.b' Repeating the argument for suc
cessively larger and smaller initial t values, there is a 
unique solution in M in Wk 0 Since k is arbitrary, there 
is a unique smooth solution in M. 
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Note added in proof: In light of R. Geroch, G. T. 
Horowitz, Phys. Rev. Lett. (to appear), it would 
perhaps have been more appropriate to include in the 
present definition of asymptotic simplicity the additional 
condition that, in the Q-gauge in which ""nb = 0, n!'- be 
complete on I. In fact, the present perturbation, as a 
consequence of the vanishing of Yab and of Q-ln"nb

Y ab on I, 
preserves to first order both the completeness of n" 
on I and this gauge conditiono 

tR. Penrose, Phys. Rev. Lett. 10, 66 (1963). 
2R. Geroch, in Asymptotic Structure of Spacetime, edited by 
F. p. Esposito and L. Witten (Plenum, New York, 1977), 
p. 60, also, pp. 12, 39. 

3E. T. Newman and R. Penrose, Proc. Roy. Soc. A 305, 175 
(1968). 

4S.W. Hawking, Comm. Math. Phys. 25, 152 (1972). 
5This "dynamical stability" contrasts with what might be 
called the "kinematical stability" of D. Lerner and J. R. 
Porter, J. Math. Phys. 15, 1416 (1974), in which one seeks 
a topology on a certain space of metrics with respect to 
which the set of asymptotically simple metrics is open. 
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6This situation may be contrasted with that at spatial infinity 
[Ref. 2, p. 72 or A. Ashtekar and R.O. Hansen (preprint 
1977)]. No similar test is available there, since perturba
tions do not propagate to, and hence do not affect, spatial 
infinity. The result is that, on the whole, the evidence in 
favor of various definitions of asymptotic flatness at spatial 
infinity is less firm than at null, and, indeed, there still 
remains some controversy regarding the correct conditions 
for the former. 

7S. W. Hawking and G. F. R. Ellis, The Large Scale Structure 
of Spacetime (Cambridge U. p., London, 1973), pp. 222, 243. 

80ur conventions are, for the Riemann tensor "[a "blKc 
=!RabCmKm and Rab=Ramb"' and R =Rmm. 

90ne might have thought it necessary to allow also a perturba
tion of the conformal factor. This, however, is unnecessary, 
for a first-order change in n can be absorbed into 'Yab by 
gauge. 

IOThat is, one can solve for a vector potential in the presence 
of a divergence-free current. A proof is immediate, for 
example, from the appendix, demanding "a~a = 0 and using 
the single field Fla = ~a. 

11In the electromagnetic case, there is available an alterna
tive argument which is perhaps more analogous to that of the 
gravitational case. One introduces a vector potential as the 
"field," and imposes on it a suitable (the Lorentz, in the 
unphysical space-time) gauge condition. 

12J. Marsden, Application of Global Analysis in Mathematical 
Physics (Publish or Perish, Boston, 1974), p. 50. 
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Branching rules for the subgroups of the unitary groupa) 
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Expressions are given in terms of simple matrices d for the reduction of the Kronecker (outer) product of 
two or more irreducible representations which can be characterized by Young patterns. These are then 
used to obtain practical formulas for branching rules. The needed matrices d can be constructed by a very 
efficient recursive process. 

1. INTRODUCTION 

The effective use of group theoretical methods in 
atomic and nuclear shell model calculations requires 
that the many-particle states be classified according 
to the irreducible representations (IR) of the unitary 
group and its subgroups. 1 These IR may conveniently 
be labeled by their permutation symmetry in terms of 
Young patterns. 2 The knowledge of the relevant branch
ing rules appropriate to the subgroup chain under 
consideration is usually needed at some step in the 
calculations. 

Therefore, it is not surprising that considerable 
effort has been expended in finding practical ways of 
determining these branching rules, and numerous 
tabulations are available. 3 The plethysm of S functions 
has been used to obtain branching rules, 4 but except 
for simple cases the procedure becomes cubersome. 5 

The problem of calculating branching rules and the 
resolution of the Kronecker (outer) product can be 
Simplified greatly if advantage is taken of the systematic 
decomposition of Young patterns into their completely 
symmetric or antisymmetric components. The simpli
city gained thereby allows us to obtain the resolution of 
the KroneCker (outer) product of more than two patterns 
directly, which becomes an essential part in the evalu
ation of branching rules. 

Our method is applicable to any set of subgroups 
whose IR can be labeled by Young patterns, and 
furthermore it is well suited for desk top calculations. G 

2. NOTATION 

We denote by [A 1n the partition 

'\ + -\ + ., . + \ = n , A1 > -\ (1) 

of the integer n. With this partition [AJn we associate in 
the usual manner7 a Young pattern with A1 boxes in the 
first row, A2 boxes in the second row, ... , etc. We say 
that a paTtition [J..l]n is of lower sy mmetry than [A]n if 
the first nonzero difference (Il t - ,I) is negative. This 
allows us to order the p(n) partitions of n in order 
of decreasing symmetry, such that if i ;. i, than [A l~ is 
of lower symmetry than [A 1;. In what follows we denote 
by A~i the number of boxes in row s of partition number 
i. 

a1Work supported by U. S. National Science Foundation. 

We denote by [A]i the partition conjugate of [A]~ 
obtained from [A]i by interchanging rows and columns. 

3. DECOMPOSITION OF PATTERNS 

In this section we introduce the decomposition of 
patterns into their completely symmetric or anti
symmetric components. 

With each pattern [A]i we associate an antisymmetric 
factor pattern A([A]i) such that 

A([A]7)=[1J:1i1X[1X2i1x" • x [1l:'1i), 

For example, if [A 17 = [ 43221], then 

(2) 

(3) 

The products on the right are the Kronecker (outer) 
products of pattern multiplication which can be evaluated 
using Littlewood's rules. 7 

Given a pattern [A]i we may set up the system of 
linear equations 

P<n) 

A([Alj)=t1dr.[Al~, j=i,i+l, ... ,p(Il), (4) 

or inversely, 
P(n ) 

[Aj~=L:c;/A([A1j), I<=i,i+l, ... ,p(nl, (5) 
J =1 

where 

is the cofactor of the matrix element rl;-: . 
As an example we give in Fig. 1 the matrices d7; 

and c~y for n = 5. 

In complete analogy with the above we can associate 
with each pattern [ At a symmetric factor pattern 
S([Al?l such that 

S([A1i)=[A1i ]x[-\il x ' . ·X[Ani ]. (7) 

For example, if jAj?=[43221], then 

S([A17)=SV)= ITIJJ x aD x CD x CD XD' (8) 

Again we may set up the system of equations 

(9) 

or inversely, 
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d~: 
IJ 

[ 11111] 

[2111] -1 

[221] 0 -1 

[311] 2 1 -1 

[32] 2 2 0 

[41] 3 3 3 2 1 -1 

[5] 4 5 6 5 4 -2 

i 

[AJ~=6c~l 5([A]7), k = 1,2, ... ,i. (10) 
;=1 

If we adhere to the convention that whenever we use 
antisymmetric decomposition we order the patterns 
in order of decreasing symmetry, while when using 
symmetric decomposition we order them in order of 
increasing symmetry, we obtain the result 

c7.f = cZ;, and d~ = dj; , (11) 

which allows us to drop the superscripts 5 and A from 
here on. 

Since all our results are expressed in terms of the 
matrices C i} and d ij we summarize in the Appendix some 
of their properties and giver dS well a recursion rela
tion for the matrix d i }. 

4. RESOLUTION OF THE KRONECKER (OUTER) 
PRODUCT 

For arbitrary [A]7 and [A]i we have 
Pin) p(m) 

[A]nX[A]~=(L{c".A([A]~)X(6 c~IA([A]T)). (12) 
t 1 k=t t l =j J 

The A1k + All factors in the product 

[1 X1k ] X ' , , x [1 -;:).lk ] x [1 Xu] x ' , • x [1 'l:).11] (13) 

result from the decomposition of the pattern [A ];+m, 
where 

A;;m = A;. + A;'l, S = 1, 2, •. , ,max(X~k' ;.~). (14) 

Therefore, 

(15) 

where 

(16) 

gives the number of times the pattern [A];+m is contained 
in [A]7 x [A]; . 

This result can be easily generalized to the case 
where there are more than two factors in the product, 

721 J. Math. Phys., Vol. 19, No.3, March 1978 

-1 

-1 

2 

-2 

5S 
c .. 

IJ 

FIG. 1. Matrices lllJ and 
Clf for n= 5, 

-1 

-1 -2 1 

3 3 -4 

[ A]~ 1 X [ A]n2 x ' , , x [ A r' 
q 12 t, 

(17) 

where 

(18) 

It should be noted that the use of Eq, (18) for Rt
1i 2"'i, 

involves considerably less computation than the 
repeated use of Eq. (16) if the number of factors in 
Eq. (17) is greater than two. 

5. BRANCHING RULES 

The use of canonical subgroup chains greatly 
simplifies the calculation f)f branching rules. For 
example, the branching rules for the chain 

U(N):::lU(N-1):::l'oo :::lU(1) (19) 

are given by the "betweenness" conditions8 of Weyl's 
branching theorem. However the physically relevant 
subgroup chains are determined by the symmetries of 
the physical problem and seldom coincide with a 
canonical chain. Therefore, we consider below the 
branching rule problem for an arbitrary subgroup chain. 

Let G and H be two arbitrary subgroups of the full 
linear group such that G :=; H. To obtain the branching 
rules for G:::l H we shall assume that the IR's of 
H contained in the totally antisymmetric IR of G are 
known; that is, we assume that the coefficient a,h are 
known in 

(20) 

where [11] is a totally antisymmetric IR of G and [A]~ 
are IR of H. 

Then 

=6c7} 6 ax, hI' •• a Xh [Al~ 
} h,h2 ,,,h)., j ).,))., 1 

X'''X[A]~ • 
).1 

(21) 
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Introducing Eq. (17) into Eq. (21) we get 

[AJn=6S~[J.iJ' 
t q ~ II , 

where 

S~= 
I 

h 1h2• .. h"l 

(22) 

(23) 

gives the number of times the IR [J.i J' of H is contained 
in the IR [AJ~ of G. • 

In general, Eq. (22) can be simplifed further by using 
modification rules appropr iate to the subgroup H. 

6. SPECIAL CASES 

A. Two column patterns 

_ Assurpe that [AJ~ is such athat A~i = 0 for s > 2 while 
A~i '" ° '" ~i' It is clear that in this case 

d7j=0 forj>i and d7j =1 forj~i, 

which in turn means that 

.n _ ( )i+j I dn 1-" " Cij-~ - ji ~Vij-vi+U· 

Introducing this into Eq. (5) we get 

[AJ> [1 ~1iJ x [1 X2i]_ [1 ~li+l] x [1).2i -
1

]. 

(24) 

(25) 

(26) 

This formula is useful in atomic spectroscopy where 
the electron being a fermion of spin ~ requires that the 
spatial symmetry of a many-electron wavefunction be 
described by a two-columned pattern. 

B. Two-rowed patterns 

Assume that [A]~ is such that A~i = 0 for s> 2 while 
A~i '" 0 '" ~i' It is clear that for this case Eqs. (24) and 
(25) hold. Introducing Eq. (25) into Eq. (10) we get 

(27) 

This formula is useful when dealing with SU(3) since all 
the patterns in this case are at most two rowed. In 
Elliot's language9 

(A/l)=(A+ 1f,0)x(IJ-,0)-(A+ /l+1,0)x(Il-1,0). (28) 

The product of two SU(3) representations is easily 
expressed in terms of the appropriate d matrices, 

R~ = 6 c~ cmdn+m 
1"j k=l,i lk jl I"q 

1 =1,j 

APPENDIX 

We summarize below the main properties of the 
matrices C~j and d7j : 

(1) c7j =(-)i+j ld7il, (A1) 

(2) d7j =c7j =0 forj>i, (A2) 

(3) d7i=c7i=1 fori=l, ... ,p(n), (A3) 
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(4) d7j~0 fori,j=l, ... ,p(n), 

(5) Tr(D) = Tr(C) =p(n), 

(6) Det(D)=Det(C) = 1, 
p(n) 

(A4) 

(A5) 

(A6) 

(7) 6C7j=0 for i=1,2, ... , [p(n)-l], (A7) 
jOl 

(8) both the matrix elements c7j and d7j are integers. 

The matrix d7j may be obtained directly from its 
definition in Eqs. (4) and (9); however, in practice 
it is more convenient to build the necessary matrix 
elements from the recursion relation we give below. 
This is particularly important for the matrix d7J since 
normally only a few matrix elements are needed. 

Let [A]7 and [A]j be partitions of the integers nand m 
respectively, with say n> m. If 

(A8) 

then the set of positive integers (A~i - A;j) form a parti
tion of the integer n - m which we denote by [Ai - Aj In- m. 

For n - m = 3, e. g. , the numbers ~i - A~ = 210000 
or 020010 both define the same partition [21]~=2' We 
define 

(A9) 
otherwise, 

then the following recursion relation holds, 

dn = t H([A)n [AJ~-"i.lj' [ii. 1j J)dn-"i. u 
jk }'=1 '" J" xJ' , 

(AlO) 

where x is the index of the partition of n - Xlj obtained 
by removing the first column of partition number j. 
If x labels a one- or two-columned pattern, the 
recursive process has come to an end since then clearly 
dn- X1 ' -1 

xj' J - • 

For most applications in nuclear physics where the 
space symmetry is restricted to patterns of four 
columns or less the calculation of d;k using (AlO) will 
require at most two steps. 
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Self-gravitating irrotational barotropic fluid in a conformally 
flat space 

Dipankar Ray 

Department of Physics, New York University, New York, New York 10003 
(Received 16 January 1977) 

Solutions to Einstein's equation for a confonnally flat metric e ~(dx 12+dx 22+dx 3
2 -dx 42) are sought for 

a self-gravitating irrotational barotropic fluid. It is found that velocity potential </> can be expressed in one 
of the two fonns x 12 + X 22 + X J2 - X 4

2 or x', and 0/, p, and p are functions of </>. 

1. INTRODUCTION 

Exact solutions to Einstein's equations in general 
relativity for self-gravitating irrotational fluids have 
been obtained by several authors; Taub and Tabenskyi 
for a plane-symmetric metric, Letelier and. Tabenskr 
for the Einstein-Rosen metric and Letelier~ and the 
present author4 for Marder's metric. However in all 
these cases, the equation of state used has been a 
somewhat artificial one, namely, p = pc' and the exten
sion to other physically interesting equations of state 
have not yet been possible. 

In the present note, we seek exact solu tions to 
Einstein's equations for an irrotational Uuid with a 
conformally flat metric; partly because in this case 
considerable progress can be made undli~r a very gen
eral assumption that the fluid is barotropic (i. e. , 
pressure is a function of density only), but also be
cause conformally flat metrics have cosmological 
interest. 5 

2. FIELD EQUATIONS 

We write the conformally flat metric as 
2 2 , 2 

ds' = c" (dx1 + dx2 + dx3 _ dx4 ), 

For fluid with pressure p, density p, and velocity 
v M the field equations are 

R,," - ~gOJ."R = - (p + p) VOJ. 1Iv - Pf5OJ.v' (2) 

For an irrotational fluid there exists (7 and ¢ such that 

v,,=(7¢,OJ.' 

Also, as always, 

11",1111<=-1. 

For Eq. (3), Eq. (2) can be reduced to 

R,," = - (p + p) (72¢, OJ. ¢,v - Hp - p) g/J." • 

For the metric (1), Rl1<v is given by 

where 

X=I/!,i,1 + 1/!,2,2 +1/!,3,3 - 1/!,4,4 +1/!~1 +1/!~2 +1/!~3 - 1/!~4' 
From (1), (4), and (5) 

(3) 

(4) 

(5) 

-2c"'f2(c-"'f 2),/J.,v=-(p+p)a2¢,u¢,v for J.L*v. (6) 

From (6) we note that the derivatives of (c-~/2) 4 with 
respect to xl, x', and x 3 are proportional to the deriva
tives of ¢ with respect to xl, x2, and x3• Thus if x4 is 
treated as a constant, (c-,,(2) 4 and ¢ are functionally 
dependent6 and since ¢ is not' a constant, (c-<>f 2) 4 is a 
function of ¢ if x4 is treated as a constant; in other 
words, 

(e-"f2),4 = 5(x4, ¢) where 5 is some function. 

Similarly 

(e-,,/2),1 = a (xi, ¢), 

(c-o/ 2),2 = {3(x2, ¢), 

where a, {3, I' are some functions. 

From (6) and (7) 

0' 0 = ~(p + p) (72 c-'" (2 ¢, 1> 

f3 0 = Hp + p) a2 e-1I!2 ¢,2, 

I' <1J = }(p + p) (72 e-,,(2¢,3, 

5<1J =~(p + p) a2 C-"f2 ¢,4, 

where 

0' 0 '" ~~ I xl as constant' etc. 

From (1), (4), and (5) 

- 2e';f2(c-"'i2), i,i + tx = - (p + p) (72¢~ i - ~(p - p) C"', 
- 2c"'f 2(c-"'f 2),4,4 - h = - (p + p) (72¢~4 + ~(p - p) c"'. 

Using (7), (8), and (9) 

c-",(2 
0') ={3,2 =1',3 =- 5,4 = -4- [(p - p) c'" +X), 

where 

aO' f a xl '" ~ and so on. 
x (/) as constant 

(7) 

(8) 

(9) 

(10) 

However, 0' xl is a function of ¢ and xl; f3x2 is a func
tion of ¢ and x2

, etc. Thus (10) is possible only if 
O'x1, f3x2, Y x3, and - 50 are all equal to a function of ¢ 
alone. Thus 

where 11, p, q, r, and s are functions of ¢ and v 
= (e-IIf2 /4)[(p - p) e'" + X). 

(11) 
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From (8) and (11) 

cP.) - ¢,2 (1 ) 
XlV", +p", - X2V", +q", • 2 

From (12) we see that along a x3 =: constant, X4 =: con
stant surface, ¢:= constant curves are (xlvq, + pq,) dxl 

+ (x2vq, + q q,) dx2 =: 0 curves, i. e. , 

~ (12 22) 1 2 2 x + x + Pq,X + qq,x =: constant curves. 

Thus along x3 =: constant, X4 =: constant surface; 

v 2 2 T (xl + x2 ) + pq,xl +qq,x2 =:function of ¢. 

Similarly along xl = constant, X4 =: constant surface, 

v (22 32 ) 2 3 T x +x +qq,X +rq,x =function of ¢ 

and so on. 

Comparing and combining 

(13) 

where t", is some function of cp. 

From (7), (11), and (13) 

(14) 

where t = f trt> d¢. Also from (8), (11), and (13) 

(p+p) 2 _>1>/2 !!..ll.(x12 22 32 42) ---2- ae = 2 +x +x-x 

+ (Prt>",xl +qq,rt>x2 +rrt>rt>x3 +s",,,,x4 +t",,,,). 

(15) 

From (13), (14), and (15) 

e->I>/2:=Pxl+Qx2+Rx3+Sx4+T~Lo (say) 
(16) 

- Jp ;Pl a2e->I>1 2 =Axl +Bx2 +Cx3 +Dx4 +E=L (say), 

where P,Q,R,S, T,A,B,C,D,E are functions of ¢, 
given by 

~ S=S - , 
v<t> 

B - ~ -q</J</J- , vq, 

From (8), 

(17) 

(p + p)2a4e->I>(¢~ 1 + CP:2 + CP~3 - CP~4) = 4(a~ +,B~ + Y~ - 1i~. 

(18) 

Using (11) and (13), it is easy to see that the right
hand side of (18) is a function of cP alone. Also from (1) 
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and (3) 

a2e >l>(cp2 + A,2 + (/)2 _ A,2 ) = _ 1. 
,1 'Y,2 ,,3 "V, 4 

Thus, from (18) we get 

(p+p)a=7](cp), 

where 7) is some function. 

From (16) and (19) 

2L a=_-
7] Lo' 

Also from (2), (3), and Bianchi identities 

{(p + p) a
2
cp,J;v = I f--.!!:P..- - 10 a I 

p+p CP,/" p+p g ,I" 

We have used ¢,v;/"cP,v=:~(cp,vCP'V),/", fdp/(P+p) is 
meaningful since p and p are functionally related. 

From (21) 

f/!p .-loga= ~(cp), 
where ~ is some function. 

From (20), (22), and p = p(P) we get that -7]2/2LL5 
and - (2LL oll7)' e! are functionally related. Let 

7]2L (2L ,) 
- ~ =q, '\.- 7]L o e • 

Equations (13) and (23) are two relations between 

(19) 

(20) 

(21) 

(22) 

(23) 

Xl, x 2
, x3, x4, and cp. In fact one can get four relations 

among xl, x2, x3 , X4 and by differentiating (23) with 
respect to xl, x 2, x 3, X4 and replacing in those equa
tions, CP,1> CP,2, ~\,t, ~,2' etc., by using (8), (7), (9), 
and (16). However since xl, x2, x 3, x4 are independent 
of each other there cannot be more than one independent 
relation between xl, x2, x 3

, x4, and cp. Thus comparing 
the relations obtained by differentiating (23) with rela
tion (13) it is easy to see that (23) can be true only if 
identically true and we get 

1. e., 

,_ Pop",'- vq,QPQ/vQ =~~g&'l,sb..~ = ~u~~ 
- /J - vp/v q - vq",/v", r- vrq,/v", 

_ Su - vusrt>/v", _ ~~J8 
- S - vSrt>/v", - t - vl",/v", ' 

where?; is some function of cp; (24) 

which can be rewritten as 

~'!!. _ fu:~_Jp _. qu - ?;q _ r u - ?;r 
11", - p", - q", - r", 

_ Su - ?;s _ .tu - 1;;s _, ( ) 
_ - _It say. 

s", t", 

Thus v, p, q, r, s are solutions of an ordinary 
linear homogeneous second order differential equation 
and hence at most two of them are independent. If 
only one of them is independent 

v=Kg, p = Klg, q =K2g, r=K3g, S :=K4 g, (25) 

where g is a function of cp satisfying the same linear 
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homogeneous differential equation and K, K1> K2, K3, 
and K4 are constants. 

By (11), (16), (17), (24), and (25), Eqs. (7) and (8) 
reduce to 

- iLo1jJ, .. =gG, .. , Lo1;{cf» cf>, .. =g.,G, .. , 

where 

K 12 22 32 42 
G=f{X +x +X -x ) 

+ (K1x
1 + K2X2 + K3X3 + K4x4). 

Thus 

1jJ = 1jJ{G), cf> = cf>{G). 

Now if possible let two of v, p, q, r, and s be inde
pendent, so let 

v=Kg+K'h, p=K1g+Kfh, q==K2g+K~h, 

r=K3g+K~h, s=K4g+Kih, 

(26) 

(27) 

(28) 

where g and h are two independent solutions of the same 
differential equation and K, K', Kl> Kf, K2, K~, K3, 
K~, Kh and K~ are constants. From (11), (16), (17), 
(24), and (28), Eqs. (7) and (8) reduce to 

- iLo1jJ, .. ==gG, .. +hH, .. , 

L o1;{cf» cf>, .. =gq,G, u + hq,H,,,- , 

where G is given by (26) and 

+ (Kfxl + Kfx2 + K~x3 + K4x4). 

From (29) 

-Lo (i1jJ+ f ~~ dcf» ,/l. = (g-~) G,/l.' 

Thus 

(29) 

i1jJ+ f~~ dcf>=f{G), -g-hfo.,lhq, =fG{G). (30) 

From (16), (17), and (30) 

- (g- ~¢.) exp [- f (th/h.,)dcf>]=fG{G)exP[-f{G)]. 

(31) 

However, the left-hand side of (30) is a function of cf> 
and the right-hand side of (31) is a function of G. There
fore, from (26) and (31), we get (27). Thus (27) is true 
either way. [The fact that (27) is true also means that 
only one of v, p, q, r, s is independent. ] 

From (3) we note that the velocity potential cf> is un
determined to the extent that any arbitrary function of 
cf> can also serve as velocity potential provided fJ is 
adjusted accordingly. Thus without loss of generality 
we set 

12 22 32 42 1 cf>=K{x +x +x -x )+K1x 

+ K2X2 + K3X3 + K4X4 (32) 

and 

1jJ == 1jJ{cf», (33) 
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where as before K, Kl> Kz, K3, and K4 are constants. 

Case 1: K*O 

Here, without loss of generality, we can set 

cf> =X12 + x 22 + X3
2 

_ X42 

and using (1), (3), and (33), we get 

4cf>fJ2 exp{- 1jJ) 0::: -1. 

Therefore, we must have 

12 2 32 .2 
X + x2 + x-x' < 0 

and the field equations reduce to 

" cf>(1jJq,q, - i1jJ!) =:: ~ (p + p), 

'" cf> (1jJq,q, + H!) + 31jJq, == ~ (p - pl. 

The condition that p> 0 gives is 

cf>1jJ! +21jJ¢ < O. 

(34) 

(I) 

(35) 

(II) 

The condition that p > 0, i. e., there is pressure, rather 
than tension, gives 

Case 2: K=O 

Using (1), (3), and (33), 

fJ2 exp(- 1jJ)(K~ + K~ + K~ - KD == - 1. 

Thus 

K~ + K~ + K~ - K~ < O. 

Therefore, without loss of generality, we can set 

K1 ==0, K2=0, K3==0, K4 == 1, 

cf>=X4 

and the field equations reduce to 

1jJ¢¢ - i1jJ! = - e"'(p + p), 

1jJ¢¢ + 1jJ! =- e"{p - pl. 

p> 0 is automatically satisfied and p> 0 gives 

3. CONCLUSION 

(III) 

(36) 

(37) 

(IV) 

Thus any solution of (2) and (3) for metric (1) is of 
the form (33), where cf> is given by (34) or (36). 

In Case 1, when cf> is given by (34), the field equations 
reduce to (35) and the inequalities (I), (II), and (III) are 
to be satisfied for a fluid with p> 0, p> O. Also, in this 
case p and p are functions of x12 + X22 + X32 _ X42 • 

This leads to an interesting model of the universe or 
a star, where at any value of x4, the entire system is 
confined in a "sphere" x 12 + x 22 + x 32 == x 42 • For x4 < 0, 
this "sphere" keeps on shrinking, until at x4 = 0, the 
system collapses to a point xl == 0 = x 2 == x 3• For X4> 0, 
the system keeps on expanding. The metric here ad
mits six Killing vectors (0, x 2, - x2, 0), (x2, - xl, 0, 0), 
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(x3,0,-X1,0), (x4,0,0,_X1), (0,x4,0,x2), and 
(0,0, x3

, x4
) corresponding to six rotations. The metric 

is however not invariant under any of the four 
translations. 

In Case 2, when ¢ is given by (36), the metric is of 
the well-known Robertson-Walker form and hence 
need not be discussed in detail. Here also, the metric 
admits six Killing vectors, which are (0, x3, X2, 0), 
(x2, - x.!, 0, 0), (x3, 0, - xl, 0), (1,0,0,0), (0, 1, 0, 0), and 
(0,0, 1,0), and correspond to three translations and 
three rotations in the (xi, x2

, X3) space. 

It may also be pointed out that both the metrics dis
cussed here belong to a category of metrics that 
Petrov7 has called Kagan subprojective space. 
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